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About This Document 
 
The members of Team Singularity 
produced this collective strategic 
research project as one of the 
prerequisites to complete the 
Masters of Strategic Studies 
program at the United States Army 
War College (USAWC). The 
research, analysis, and production of 
this report conducted from October 
2022 through April 2023 as part of 
the Army Futures Seminar for 
Academic Year 2023.  
 
Requirements 
This report answers a strategic question posted by GEN James E. Rainey, Commanding 
General, United States Army Futures Command, based on available open-source 
information and interviews with subject-matter experts. 
 
What are the likely applications1 across the continuum of human-machine teaming2 
which will be technologically feasible, militarily relevant, and ethically acceptable 
through 20403? 

• What are the likely legal and ethical implications which may drive requirements 
or generate limitations? How are those likely to change between now and 2040? 

• What is the future of human-machine teaming across domains with a particular 
emphasis on landpower? 

• What are the likely determining factors for the utilization and prioritization of 
autonomous systems across the scope of warfighting functions? 

• How will international and social norms likely evolve regarding the use of 
autonomous systems in combat between now and 2040? 

 
The team’s findings were produced in multiple mediums, including a digital PDF version 
(primary), a digital online mind map, and a soft-bound book format. Multiple 
methodologies were used to determine key findings and convergences, including 

 
1 Applications refers to broad use of artificial intelligence and is not limited in scope to software. 
2 There is no published Department of Defense definition for human-machine teaming, however, 
industry standard uses the Brookings institute definition which defines the concept as a 
relationship; one made up of at least three equally important elements: the human, the machine, 
and the interactions and interdependencies between them. 
3 The scope of time will be examined in two blocks: 2030-2035 and 2035-2040 
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interviews with subject-matter experts, scholarly publications, open-source reporting, and 
the nominal group technique.  
 
Analytic Confidence 
This overall estimate is made with moderate analytic confidence. The questions asked 
were complex while the timeline was relatively short due to competing academic 
requirements of the USAWC core curriculum. Source reliability and corroboration were 
predominantly moderate to high. However, the analysts were not subject matter experts 
and worked both individually and collaboratively to research and answer the questions. 
They utilized a combination of structured analytic techniques including nominal group 
technique and network analysis among others. The Singularity team also evaluated 
analytic confidence utilizing Petersons Analytic Confidence Factors coupled with the 
Friedman Corollaries (see Annex B). 
 
Words of Estimated Probability 
The research team used 
Kesselman’s List of 
Estimative Words as their 
guide for determining their 
Words of Estimative 
Probability (WEP) (see 
Annex C) for determining the 
likely applications across the 
continuum of human-
machine teaming which will 
be technologically feasible, militarily relevant, and ethically acceptable through 2040. 
 
Source Reliability 
Source reliability is noted at the end of each citation as low (L), moderate (M), or high 
(H). The citation is hyperlinked to the source. Source reliability is determined using 
Standard Primary Credibility Scale (see Annex D) and the Trust Scale and Website 
Evaluation Worksheet (see Annex E). Sourced figures and photos embedded in the report 
are also hyperlinked to their source. 
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Key Findings 
 
By 2040, the applications for human-machine teaming (HMT) will highly likely (71-
85%) be distributed across not one, but rather four continua. Most will be militarily 
relevant and technically feasible, and some will be ethically acceptable, depending on the 
wide variety of governance policies likely (56-70%) to be in place, as well as the status of 
the competition continuum.  
 
The four continua mentioned above are: (see Annex G for full definitions) 

• Level of Social Interaction: Non-social versus social user interfaces. Non-social 
systems which are not designed to interact conversationally with humans or other 
systems (example: Uber Driver Interface) versus social systems, whose user 
interface is designed to understand and respond to social cues, has the logical 
conversational capability, and simulates human-like behavior (example: 
Generative Pre-trained Transformer (ChatGPT)) 

• Level of Autonomy: Human in the loop (HITL) through human out of the loop 
(HOOTL). HITL (example: Advanced Field Artillery Tactical Data System) 
through human on the loop to (HOTL) (example: Patriot system or close-in 
weapon system (CWIS), through HOOTL, (example: fully lethal autonomous 
weapons) 

• Level of Capability: Narrow versus Broad Artificial Intelligence (AI). Narrow 
describes most current AI technology designed for one specific application 
(example: Speech or facial recognition) versus broad functionality, where an 
application is designed to manage a wide array of tasks simultaneously (example: 
digital intelligence analysis). 

• Level of Robotics: Non-Robotic through robotic. Non-Robotic system which 
cannot be physically touched (example: Alexa) versus holographic representation 
which can be seen, but not touched (example: Cortana in the Halo video game) 
versus primarily robotic which can be touched and interact with the physical 
world (example: Spot® the Agile Mobile Robot) 

 
The preponderance of today’s applications are primarily non-social, with mostly HITL 
levels of autonomy, “narrow” singularly tasked AI, and automated functions that are well 
short of robotic. Conversely, by 2040, it is highly likely that many militarily relevant 
systems, including some of the most important ones, such as command and control (C2) 
and intelligence, will have social user interfaces, show a significant progression toward 
HOTL autonomy, exhibit broad, multi-functional AI qualities and human-like cognitive 
ability with the substantial move toward robotic systems across the warfighting functions 
(WFF) (see Figure 1).  
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The Future of War Fighting Functions Across The Continua 
While the description above provides an overview of militarily relevant HMT across the 
continua, below are some specific examples to show how the applications are likely to 
trend within the different WFF, according to the research.  
 
Command & Control (C2) 
It is highly likely that the applications which support HMT for C2 will involve significant 
changes, including increased social interface platforms with broad AI capabilities and 
predominantly HOTL autonomy. Many staff officers will likely not be present with the 
commander in a tactical operations center. Rather they will be replaced or augmented by 
artificial agents working from dispersed locations, able to provide real-time data through 
virtual reality (VR) or augmented reality (AR) devices (see Figure 2). This Virtual 
Tactical Operations Center (V-TOC) is likely enabled by the integration of a number of 
applications such as 6G communication networks, Edge AI technology, neuromorphic 
computing, and advanced holographic display technology. The integration of these 
enabling technologies will likely provide HMTs with a more accurate common operating 
picture of adversaries, threats, as well as assets available and potential courses of action.  

Figure 1: Depicts the aggregate of HMT applications across all WFFs. The team investigated HMT 
by combining a comprehensive analysis of current human-machine collaboration strategies and 
technologies with personal experience, and research into the future requirements of large military 
organizations. These findings were synthesized and combined with a review of forward-looking HMT 
literature to determine the system's key continua. Finally, the relationships between each component 
were evaluated for change using the Nominal Group Technique and cross-checked through the 30 
individual reports that make up the bulk of this study. The final scores are based on the average 
values and are designed to show the degree of change across the continua over time. 
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• Social user interfaces have recently demonstrated their appeal in a stunning 
fashion. According to Brookings, the demand for Large Language Models 
(LLMs), which power platforms 
such as ChatGPT (the fastest 
growing application ever), are 
driving computational 
development to double every six 
months, indicating the trend 
toward more socially based 
interfaces.  

• Industry experts, including Nick 
McKeown, senior vice president 
of the Network and Edge Group 
at Intel, expect that 6G will 
likely be rolled out around 2030. 
6G networks will likely provide 
the necessary network to run 
Edge AI systems, ideal for 
maintaining C2 at dispersed 
locations in large-scale combat 
operations (LSCO) and 

Figure 3: 6G and Edge enabled operations center. Source: 
Team Singularity MidJourney prompt. 

Figure 2: Virtual Tactical Operations Center (V-TOC) depicts future C2 capabilities in a distributed 
combat environment. Source: Fiverr 
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providing the infrastructure and bandwidth which advanced holographic displays 
will require (see Figure 3). 

• Technology experts at IBM also project that the integration of Edge AI and their 
neuromorphic computing chip will support future mission command systems by 
providing speed, efficiency, and security to software capabilities required for 
seamless operations in a field environment and support high-performance 
applications such as AR and VR images.  
 

Intelligence 
By 2040, applications supporting the intelligence WFF are highly likely to have notably 
more socially interactive and intuitive interfaces with customizable dashboards, utilizing 
advances in AR displays and AI visualization tools. 6G network capabilities, upgraded 
sensor technology, (see Figure 4) and advances in holographic technologies will provide 
increased functionality to the broad-based AI systems, capable of providing real-time 
threat analysis and situational awareness through the fusion of all sensor data. 
Intelligence is likely to have slight changes in autonomy, remaining HOTL, with a virtual 
analyst to collect, analyze and provide advice from dispersed locations. Intelligence is 
likely to see a slight progression toward robotic advancements, primarily through 
advanced holographic 3D displays which provide commanders with a personalized view 
of the operational environment.  
 

 

Figure 4: The future of Intelligence shows greatest growth in the social and broad continua. Source: 
Team Singularity MidJourney prompt. 
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• According to PEW research, more than 50% of millennials rely on digital 
assistants capable of performing everyday tasks through voice commands, 
indicative of rapid trends toward more socially based interface devices. 
Companies like Samsung, Apple, Amazon, and Google continue to invest heavily 
in integrating such voice-enabled technology with AI applications like ChatGPT.  

• Specialized hardware and software suites, such as Research Laboratories’ 
holographic displays, and Field Lab’s initiatives toward solid light displays, 
provide advanced and more efficient hardware than today’s touchscreen displays. 
Commercial investments and research in intelligence will provide prototypes that 
will be of equal benefit to Department of Defense (DoD) analysts as well.  

• According to the Chinese company Yanfeng Automotive Interiors, future 
advanced displays will likely be a combination of multiple user interfaces such as: 
Touchpoint’s “no-screen” touch capability, Samsung’s foldable, flexible screens, 
and BMW’s voice-controlled concept car, or even 3D visual images.  

 
Movement and Maneuver (M2)   
It is highly likely that the applications which support HMT relevant to M2 will involve 
significantly increased integration of human-robot teaming, with robots acting as organic 
assets and collaborating with human Soldiers. The M2 WFF is highly likely to include 
significantly more social interfaces, broad functionality, and HOTL autonomy due to 
advancements in robotics and autonomous systems (RAS), liquid neural networks (LNN), 
and brain-computer interfaces (BCI), but limited by battery power (see Figure 5). 

Figure 5: Integration and advances across all four continua in movement and maneuver WFF. 
Source: Team Singularity MidJourney prompt.  
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• A 2023 Duke University research study projects that RAS will play a key role in 
expanding the operational reach, situational awareness, and effectiveness of 
maneuver forces in conducting cross-domain maneuvers. This will likely require 
the incorporation of significantly broader AI, such as autonomous vehicle 
perception, learning, reasoning, communication, navigation, and physical 
capabilities to augment and increase the freedom of maneuver in complex and 
contested environments. 

• According to a 2020 RAND report, the application of BCI will support ongoing 
DoD technological initiatives, including improved decision-making and assisted-
human operations, for advanced manned and unmanned combat teaming. 

• Graz University, a leading institution for technology innovation, determined that 
Intel's neuromorphic chips are up to 16 times more energy efficient for deep 
learning. Due to their high power consumption, new AI methods that utilize deep 
neural networks (DNNs) pose a significant barrier to broader deployment, 
particularly in edge devices. 

 
Sustainment   
Between 2030 and 2040, sustainment applications will highly likely experience 
significant increases in robotization and automation (see Figure 6). Emergent 

technologies such as Edge AI computing, 6G network availability, RAS and LNNs will 
likely support advanced robotics, capable of autonomously performing a wide array of 
sustainment-related tasks, while simultaneously using the mother ship approach to 
increase maintenance efficiencies and improve operational reach across longer lines of 

Figure 6: The future of Sustainment trends sharply more robotic and autonomous, moderately more 
social and more broad. Source: Team Singularity MidJourney prompt. 
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communication. Additionally, it will likely utilize more socially based interface devices, 
and moderate changes to broad-based AI capabilities. Among the six joint functions, 
sustainment operations present some of the most likely quick wins for the employment of 
AI and autonomous systems (AS) technologies.  
 

• According to McKinsey, AI and ML are automating supply chains to learn and 
expect user activity. Predictive analytics automate supply chains using data 
mining, predictive modeling, and machine learning to analyze past and current 
facts to predict fluctuations and disruptions. This results in AI-enabled supply 
chains being over 65% more effective with reduced risk and lower overall costs. 

• As recently as April 
2023, researchers 
from Massachusetts 
Institute of 
Technology (MIT) 
demonstrated a new 
advancement in 
autonomous drone 
navigation, using 
brain inspired LNNs, 
a robust machine 
learning model that 
learns on the job and 
can adapt to 
changing conditions, 
which is an evolution in today's LLM. This advancement supports autonomous 
flying and driving in unseen or unfamiliar environments, contributing to future 
human-robot teams (see Figure 7).  

 
Fires  
It is highly likely that Fires applications in 2040 will incorporate significant advances in 
robotics technologies and AI integration across domains and WFFs to prioritize and en-
gage enemy targets with self-guided munitions autonomously (see Figure 8). The Fires 
WFF is also highly likely to include a moderate increase in social user interface platform, 
providing visual and audio feedback on target selection and engagement, and moderate 
increases towards broad AI, due to the integration of multiple narrow sensors which feed 
a broad intelligence and C2 decision network. In concert with Edge AI and 6G networks, 

Figure 7: MIT Drones Navigate Unseen Environments With 
Liquid Neural Networks. Click on the image or go to Drones 
navigate unseen environments with liquid neural networks - 
YouTube to view the video. Source MIT 

https://www.youtube.com/watch?v=RPFbk6D_dNw
https://www.youtube.com/watch?v=RPFbk6D_dNw
https://www.youtube.com/watch?v=RPFbk6D_dNw
https://www.youtube.com/watch?v=RPFbk6D_dNw
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advancements in neuromorphic computing will likely enable robots and advanced plat-
forms to learn from previous engagements, adapt to changing battlefield conditions, and 
optimize their firing solutions to minimize collateral damage. 

• According to Peter Vetter, president of Bell Labs Core Research at Nokia, 6G will 
give future militaries an awareness of their surroundings that they have never had 
before. This will highly likely connect networks of sensors, wearables, robots, 
manned and unmanned vehicles, and internet of things (IoT) devices that use 
cloud and edge computing, reducing the bandwidth and time needed to transmit 
and process data, connecting the military IoT. 

• The ongoing Russo-Ukrainian war is driving significant technological improve-
ments across all four of the Fires continua. For example, a Forbes piece from 
2023 highlighted recent endeavors in Ukraine where developers built autonomous 
drones with the capability to find and attack targets without human supervision.  

• Likewise, Mick Ryan, a strategist and retired major general from the Australian 
Army, stated: “Autonomous systems that have emerged from the war in 
Ukraine… have proved their utility across a range of lethal and non-lethal mis-
sions... we should expect to see further proliferation after this war.”  

• A 2023 RAND report discussed the potential for developing three types of robotic 
capabilities tailored to the needs of fires WFF: artillery reconnaissance robots, 
strike robots, and artillery fire robots. The author stated that the artillery fire ro-
bots would likely be able to reach speeds of 30 mph, be equipped with 120-mm 
artillery guns with an autoloader for 60 rounds and ensure a firing rate of 15 
rounds per minute. 

Figure 8: The future of Fires trends slightly toward social and broad and significantly more robotic. 
Source: Team Singularity MidJourney prompt.  
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Protection              
It is highly likely that the protection applications which support HMT will involve signif-
icantly advanced RAS and predominantly HOTL autonomy due to being primarily defen-
sive in nature, requiring faster response time with minimal required human judgment. It 
is highly likely future protection will be categorized as physical protection and cyber de-
fense protection (see Figure 9). Physical protection will likely incorporate robot teams, 

consisting of aerial drones for observation, ground robots for physical protection, and ve-
hicles to intercept missiles, but also be used as a power source for the drones and robots. 
Protection across the cyber domain will likely consist of autonomous intelligent cyber-
defense agents (AICA) working in cohorts or swarms, capable, together, of detecting 
cyber-attacks, developing the appropriate countermeasures, and running and adapting tac-
tically their execution. These advancements in the physical and cyber domain will likely 
be enabled by rapid advancements in robotics, Edge AI, updated neuromorphic chips, and 
homomorphic encryption. 

• According to a 2020 RAND report, there are incentives to move humans to posi-
tions “on” the loop and “out” of the loop. Primarily in the context of defensive 
systems that need to react quickly to incoming threats, human authorization for 
every engagement might slow the system down and undercut threat-defeating ca-
pabilities. Especially in contexts where an adversary is leveraging its own high-
speed AI systems, human-in-the-loop approaches risk a competitive disadvantage. 

Figure 9: The future of Protection trends sharply more social and moderate across the remaining three 
continua.  Source: Team Singularity MidJourney prompt 
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• According to Dr. Kott, chair of the NATO Science and Technology Organiza-
tion’s research group, AICA are necessary as humans are the weakest link in the 
cyber world, and human warfighters will not have the necessary skills or time to 
perform cyber defense locally. 

• With further advancements of tools like Splunk and Microsoft Sentinel pulling in 
logs from a wide array of sources to manage both compliance and threats, AI will 
not only learn user patterns and identify anomalies but interact with security pro-
fessionals to thwart real-time attacks. Improvements in AI technology sensors, ap-
plications and devices will highly likely contribute to more streamlined, combat 
functional interfaces, capable of quickly and accurately communicating critical 
targeting data, understanding and interacting with the HMT operator. 

 
What are the likely legal and ethical implications which may drive 
requirements or generate limitations? How are those likely to change 
between now and 2040?  
The likely legal and ethical implications which may drive requirements or limitations are 
tied into TRUST. 

• According to U.S. Responsible AI (RAI) policy, key factors of trustworthiness 
include the ability to demonstrate reliable governance. 

• There is currently a lack of standardized governance for AI, machines, and 
robotics internationally and it is unlikely (31-45%) that between now and 2035 
there will be an enforceable international governance standard for AI. The U.S., 
European Union, and China are each leading efforts in diverse theories of 
regulation; most of which are based in Ethics and Policy. 

• Even though our adversaries have proven they are willing to use LAWs 
indiscriminately, our standard of Ethics and adherence to International 
Humanitarian Law and Law of Armed Conflict and Just War Theory (Jus in 
bellum) will likely limit our propensity to use them. 

• It is likely that between now and 2040 the level of trust in AI systems and HMTs 
will improve, due to recent emphasis on the topic, including the need to prioritize 
building systems and teams with transparency, explainability, audibility, and 
reliability.  

• Some areas of concern are the disparity in the trust for the development and 
management of AI systems, including:  

o Trust Gap (too little trust)  and Automation Bias (too much trust) 
o Propensity for program and systems biases 
o Data privacy and system protection (data poisoning) 
o Risk mitigation and management 
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What is the future of human-machine teaming across domains?  
It is highly likely that three human-machine endeavors will underpin the development of 
future human-machine teaming across domains. Each is a distinct area of research, 
development, and investment. While each endeavor is likely to have a primary research 
focus, integration is key to obtain overmatch. 
 

• Human-robot teaming (HRT). The concept of human-robot teaming is centered 
around the partnership between humans and robots, as well as the learning and 
understanding of how humans can effectively interact with their robotic 
counterparts. This involves the development of skills and abilities for humans to 
manage and assign tasks to a large team of robots, as well as to communicate and 
collaborate with them. This interdisciplinary field requires the input and expertise 
of various disciplines including systems engineering, cognitive sciences, and 
computer sciences.  

• Humans-AI teaming (HAIT). As teams evolve, it is becoming more common to 
incorporate advanced forms of AI. The integration of humans and AI is crucial for 
effective strategic planning, operational planning, and analyzing future activities. 
This involves a specific type of analytical focus that is different from human-
robot teaming. 

• Human augmentation (HA). Human augmentation is a unique form of 
collaboration between humans and machines, where they function as a unified 
entity. Its primary aim is to enhance human abilities, both physical and cognitive, 
by incorporating mechanical, wearable, and implantable technologies to improve 
existing human performance. This collaboration is solely focused on augmenting 
human capabilities. 

 
Priority HMT focus areas across the domain and WFF 
All three human-
machine research 
areas are highly likely 
promising in each 
domain of warfare; 
The synergy between 
them will significantly 
improve the lethality 
and sustainability of 
future forces (see 
Figure 10). 
 Figure 10: Projected trends for HMT between 2025-2040 across 

domains and WFF. 
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What are the likely determining factors for the utilization and prioritization 
of autonomous systems across the scope of warfighting functions?  
The likely determining factors for the utilization and prioritization of autonomous 
systems across the scope of WFF will be the development of essential enabling 
applications in conjunction with technological advancements, the availability of resources 
to support the most relevant applications, trained and ready operators with the necessary 
skills to support effective HMT, and adherence to governance and ethical standards along 
the competition continuum (see Mind Meister Figure 11). Commercial research and 
development will continue to drive innovations with militarily relevant capabilities 
applicable across the scope of WFFs.  
 
Team Singularity Mind Map 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure xx: Team Singularity Mind Meister Map representing the collaboration of Short Form 
Analytical Reports (SFARs) for determining factors. 
 

Figure 11: Full and condensed depiction of interactive mind-mapping process. Click on the image or go to: 
https://mm.tt/map/2691794282?t=43Np4VmaXX view the interactive mind map. 

https://mm.tt/map/2691794282?t=43Np4VmaXX
https://mm.tt/map/2691794282?t=43Np4VmaXX
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Public Opinion On Anthropomorphic Artificial Intelligence Likely 
To Shape Lenient And Vague U.S. Regulations Over The Next 
Five Years, Which Will Allow For Maximum Freedom of Artificial 
Intelligence Development And Employment 
 
Executive Summary 
Artificial intelligence (AI) applications are likely (56-70%) to have minimal regulation 
passed by civilian policy makers over the next 5 years, due to public trust of 
anthropomorphic systems, the increased commercial productivity and employment of AI 
capabilities by U.S. adversaries. The U.S. public will not support congressional and 
legislative regulations limiting development and employment of AI applications. Despite 
the fear of some key individuals within the tech industry, the increased production in our 
commercial companies, and more importantly the urgency of AI to provide advantages 
over our adversaries will keep regulation to a minimum through 2040.  
 
Discussion 
In Human-machine 
teams, the humanness of 
the AI applications, also 
known as 
anthropomorphism, 
affects human trust.H 
Trust is the most 
essential trait in any 
successful team and that 
is no different in 
human-machine 
teams.M As AI applications become more commonplace, programmers continue to utilize 
Anthropomorphism as a way to not only make the applications more user-friendly, but 
also to gain the trust of its users.H As the most widespread end-user-facing category of 
AI,M anthropomorphic algorithms influences public opinion such as the latest boom in 
large language models and image generators. Due to the lack of full understanding of the 
differences between anthropomorphic and all other categories of AI, the general public 
opinion of anthropomorphic AI spreads to all the other AI categories.H  

Figure 1: Scale of different types of fictional representations of 
Anthropomorphic robots. Source: University of Central Florida 

https://www.sciencedirect.com/science/article/pii/S0040162522003109#:%7E:text=Anthropomorphism%20of%20AI%20agents%20and%20self-congruence,2018%3B%20Epley%2C%202018).
https://www.tandfonline.com/doi/abs/10.1080/08874417.2020.1788473?journalCode=ucis20
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8062752/
https://www.almawave.com/en/2022/02/07/chatbots-and-virtual-assistants-havent-lived-up-to-their-promise-its-time-for-ai-assistants/#:%7E:text=Even%20if%20it%20is%20still,most%20common%20form%20of%20AII.
https://osf.io/download/615efb1642b47400dc00e916/
https://works.bepress.com/keith-r-macarthur/7/
https://works.bepress.com/keith-r-macarthur/7/
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Unlike Anti-social AI, 
anthropomorphic AI has 
can be measured 
following the widely 
used trust model that 
measures four factors: 
transparency, reliability, 
humanity and 
capability.H Due to the 
lack of humanity, Anti-
social AI applications in 
comparison are hard to 
measure using this 
construct and often 
thought of as a “black-
box” to pubic end-users, 
where once a command, 

prompt or action is provided, the AI just autonomously provides the answer or performs 
the task given with no transparency.M Anthropomorphic AI faces three challenges; first, 
from anti-social AI which people won’t like because it isn’t transparent and then from the 
uncanny valley which appears to be a psychological bridge to human machine acceptance 
and then finally from anthropomorphic AI itself which is due to its fallibility and 
popularity. M H H  
 
There are multiple factors in the development of legislation such as privacy, safety, job 
displacement, and adding the ethical factor for use within the military.H However, with 
the trust of the U.S. public, AI legislation will be less restrictive, which means increased 
fund allocation to research and development by both commercial and public sectors. In 
2022 there were 17 states with AI legislation proposed, which demonstrates the 
legislative push for AI regulation is quickly ramping up.H Adoption of AI is moving on a 
similar path and speed as that of cellular telephones for example, the public acceptance 
and adoption period of cell phones (13 years) was almost half the time it took for full 
public adoption of telephones (25 years).M AI legislation likely to be influenced by the 
public opinion of today’s technology  with applications like chatbots and digital 
assistants.M H In the meantime, Anti-social AI application development and employment 
is likely to forge its own path, because commercial businesses and government 
developers integrate it seamlessly into daily lives of users with minimal impact and low 
consequence if failure occurs. 
 

Figure 2: Visual representation of Trust Factors and the spectrum of intent 
and competence. Source: CLX  

https://www2.deloitte.com/content/dam/Deloitte/us/Documents/public-sector/close-the-trust-gap-to-improve-outcomes-and-improve-customer-engagement.pdf
https://www.nature.com/articles/d41586-022-00858-1#:%7E:text=The%20decision-making%20process%20of,see%20what's%20going%20on%20inside.
https://osf.io/download/615efb1642b47400dc00e916/
https://spectrum.ieee.org/what-is-the-uncanny-valley#toggle-gdpr
https://spectrum.ieee.org/what-is-the-uncanny-valley
https://sgp.fas.org/crs/natsec/R45178.pdf
https://www.ncsl.org/technology-and-communication/legislation-related-to-artificial-intelligence
https://www.rand.org/international/cgrs/security-2040.html
https://www.notifyvisitors.com/blog/chatbot-statistics/
https://www.statista.com/topics/7022/virtual-assistants-in-the-us/#topicOverview
https://cxl.com/blog/messaging-strategy/
https://cxl.com/blog/messaging-strategy/
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Trust in human-machine teams will likely be the key factor in public opinion, which is 
shaped by today's end-user facing anthropomorphic algorithms. Public opinions of today 
will likely be the foundation for creation governing legislation within the next five years. 
This legislation will be the foundation of development and employment not only for the 
anthropomorphic algorithms, but also for the Anti-social AI algorithms that run today’s 
commercial industries such as E-Payments and Facial recognition or driverless cars, but 
also impact the military applications such or strategic decision-making tools or even 
autonomous warfare systems.M M 
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were generally reliable 
and tended to corroborate one another. There was adequate time, but the analyst worked 
alone and did not use a structured method. Furthermore, given the lengthy time frame of 
the estimate, this report is sensitive to change due to new information or unforeseen 
political gridlock facing the issue of AI adoption. 
 

Author:  Mr. Reginald Shuford 
reginald.shuford.civ@armywarcollege.edu 

 
 
 

  

https://www.iotforall.com/8-helpful-everyday-examples-of-artificial-intelligence
https://sdi.ai/blog/the-most-useful-military-applications-of-ai/
mailto:reginald.shuford.civ@armywarcollege.edu
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Integrated Systems Of Broad And Narrow Artificial Intelligence 
Likely To Approach Artificial General Intelligence By 2040 
 
Executive Summary 
A system of systems approach to integrating Broad artificial intelligence (AI) algorithms, 
an algorithm that can accomplish more than one specified task, with Narrow AI, 
algorithms that can only execute one specified task, is likely (56-70%) over the next five 
years to approach artificial general intelligence (AGI). Despite the direct research funding 
applied to resolve the coding challenges with software integration of robotics necessary 
for AGI, the continued parallel efforts to develop Narrow AI applications and increased 
access to open-sourced data sets will cause the development and expansion of Narrow AI 
applications. Through multiple iterations, research will advance enough where this 
system of systems will approach the AGI, as defined by most researchers as the ability of 
an artificial intelligent agent to understand or learn ANY intellectual task that human 
beings or other animals. This is likely to happen faster in disciplines with lower failure 
risk levels, such as logistic supply chains vice higher risk disciplines such as medical 
triage. 
 
Discussion 
The goal of most AI developers has always been to create algorithmic and robotic 
capabilities that can figure out what the problem is, develop a solution, and execute the 
solution. This concept creates machine with similar ability to human or animal thought 
processes, which as of today is still merely a concept called AGI.H The majority of 
today’s AI algorithms are categorized as Narrow artificial intelligence algorithms, 
meaning they are developed to complete a defined, structured task.M With continued 
advancements,  
computer scientists are 
now able to add a new 
category between 
Narrow and AGI 
called Broad AI 
algorithms (depicted in 
Figure 1), which 
means they can 
perform or process 
more than one 
specified task up a 
spectrum of functions 
within a discipline to 
just shy of AGI.M Interoperable Broad and Narrow AI systems likely to approach AGIM, 

Figure 1: Model of types of AI approaching the ultimate AGI. Source: 
Communications of the AMC 

https://en.wikipedia.org/wiki/Artificial_general_intelligence#:%7E:text=Artificial%20general%20intelligence%20(AGI)%20is,beings%20or%20other%20animals%20can.
https://levity.ai/blog/general-ai-vs-narrow-ai
https://www.alibabacloud.com/topic-center/tech/19tggrvkimk5-broad-ai-vs-narrow-ai-alibaba-cloud#:%7E:text=Broad%20AI%20is%20more%20general,a%20wider%20range%20of%20tasks
https://www.rtinsights.com/artificial-general-intelligence-agi-ais-next-phase/
https://cacm.acm.org/magazines/2022/4/259402-toward-a-broad-ai/fulltext
https://cacm.acm.org/magazines/2022/4/259402-toward-a-broad-ai/fulltext
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but not until breakthroughs in the following innovations advance and converge: AI 
computer processing speeds, data storage and scalability solutions, and robotic functions 
and power solutions.H  
 
Despite issues where Broad applications have provided inaccurate or incomplete data, 
there are other examples where large language models (LLMs) have provided answers 
that imply both feelingsM and its ability to pass theory of minds tests the cognitive 
process of differentiating the difference between true and false data.M These current 
examples of a mix between Broad and Narrow AI Algorithms are often mistaken as AGI 
if the logic of the output is not fully understood by humans.M Broad AI applications, such 
as natural language processing and computer vision, offer a wide range of capabilities 
that are then integrated with Narrow AI and validated by humans to create more powerful 
systems. By combining the strengths of Broad AI applications with the specificity and 
domain expertise of Narrow AI and robotics, Human-Machine integrated teams can solve 
complex problems, automate tasks, and improve decision-making processes.M 
 
One example of how Broad AI applications can work in conjunction with Narrow AI and 
humans is in the healthcare industry. Broad AI medical applications such as natural 
language processing and deep learning algorithms, once approved, will use large amounts 
of historical medical records and test results combined with patient’s symptoms to not 
only diagnose but also predict future patient health issues.H Broad AI applications, such 
as image recognition algorithms, are in testing to analyze medical images and identify 
specific abnormalities and provide treatment plans or procedures like IBMs Watson.M 
Although it has the capability, this type of example is not yet widespread and still being 
validated for accuracy. However, we see much more common examples in practice today 
for lower risks tasks like Amazons integrated supply chain logistics systems, which 
include Narrow AI robotics in the warehouses and Broad AI product predictions and 
order processing integrated together.M H 

https://scholar.google.com/scholar_url?url=https://research.thea.ie/bitstream/handle/20.500.12065/3474/Convergence%2520of%2520machine%2520learning%2520and%2520robotics%2520....pdf%3Fsequence%3D1%26isAllowed%3Dy&hl=en&sa=X&ei=QFJOZJboM4uGmgHE44ewAg&scisig=AJ9-iYuxdOia_PYormwNRAbHdfIF&oi=scholarr
https://www.usatoday.com/story/tech/2023/02/14/bing-chatgpt-meltdown/11258967002/
https://www.iflscience.com/chatgpt-passes-theory-of-mind-test-with-skill-of-a-9-year-old-kid-67569
https://www.discovermagazine.com/technology/how-will-we-know-when-artificial-intelligence-is-sentient
https://www.crowdanalytix.com/how-combining-narrow-ai-models-can-help-build-your-ai-solution-with-broad-capabilities/
https://news.mit.edu/2021/robust-artificial-intelligence-tools-predict-future-cancer-0128
https://www.marketscreener.com/quote/stock/ELEKTA-AB-PUBL-6491415/news/Elekta-Maximizing-the-value-of-AI-and-machine-learning-in-cancer-treatment-43043910/
https://www.seasiainfotech.com/blog/how-amazon-uses-artificial-intelligence/#:%7E:text=Supply%20Chain%20Optimization&text=To%20manage%20this%20process%20efficiently,the%20most%20efficient%20fulfillment%20centers.
https://www.supplychaindive.com/news/amazon-deploys-automated-warehouse-robot-sparrow/636418/
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There has been a long-lived thought process among technologists and AI researchers that 
AGI would be one robot invented with human or animal thought processes that can 
execute a solution to any kind of problem. However, the integrated system of systems 
approach to AI teams will likely provide a quick solution and redefine AGI as automated 
tasks that can solve problems and execute many tasks within a given discipline, until 
further breakthroughs are made to AGI that can integrate and span all disciplines.M  
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were generally reliable 
and tended to corroborate one another. There was adequate time, but the analyst worked 
alone and did not use a structured method. Furthermore, given the lengthy time frame of 
the estimate, this report is sensitive to change due to new information or unforeseen 
breakthroughs in technology for AGI. 
 

Author:  Mr. Reginald Shuford 
reginald.shuford.civ@armywarcollege.edu 

 
 

  

Figure 2: Visual representation of how Amazon integrates multiple Narrow and Narrow AI systems to 
combine orders with its logistics and supply chain. Source: Amazon WebServices 

https://www.rtinsights.com/artificial-general-intelligence-agi-ais-next-phase/
mailto:reginald.shuford.civ@armywarcollege.edu
https://aws.amazon.com/blogs/apn/optimizing-supply-chains-through-intelligent-revenue-and-supply-chain-iras-management/
https://aws.amazon.com/blogs/apn/optimizing-supply-chains-through-intelligent-revenue-and-supply-chain-iras-management/
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Hardware Requirements Likely To Limit Advanced Weaponry 
With Artificial Intelligence and Machine Learning Capability 
Through 2040 
 
Executive Summary 
It is likely (56-70%) that time constraints for adding rapidly changing hardware 
requirements to advanced weapon systems will limit militaries’ ability to add artificial 
intelligence (AI) and machine learning (ML) capabilities by 2040. Contingency 
requirements for the weapon systems include being able to operate without full or any 
connectivity. Today’s AI and ML algorithms’ minimum set of hardware requirements for 
both processing speeds and random access memory (RAM) require non-standard 
equipment that is difficult to add to weapon systems. Likewise, ever increasing dataset 
volumes will require rapid hardware updates in processing speed and internal memory, 
which will be problematic after the weapon systems have completed full scale-
production. Weapon system hardware weight and size requirements will not be able to 
adapt at the same speed as AI/ML hardware updates will require. Despite cloud 
horizontal and vertical scaling technologies to adapt to increased hardware requirements, 
Autonomous systems will need performance intensive capabilities and be able to operate 
both with and without connectivity.  
 
Discussion 
Weapon systems are difficult 
to build because of the unique 
requirements needed to 
operate in harsh 
environmental conditions, 
extreme temperatures and 
often within very small 
margins of error.M As human-
machine teams expand these 
military relevant requirements 
will become more difficult to design and build. Any modifications or HW add-ons after 
the final design, will require engineering re-design and thorough testing to ensure it 
doesn’t change the overall effectiveness of the weapon system.H The redevelopment and 
testing time prevents the AI/ML system from being deployable for operational use at the 
speed of need. AI and ML systems processing speed and memory storage requirements 
continue to increase overtime, requiring HW designs to be flexible.H However, following 
the historical trend of thirty year lifecycles for military weapon system with upgrades, the 
speed of AI/ML systems hardware requirement increases is not likely to be resolved by 
2040.M If weapon systems are built with cloud technologies the horizontal and vertical 

Figure 1: Depiction of Human-Machine team with new and retrofit AI 
technology. Source: U.S. Army 

https://www.armysbir.army.mil/topics/environmental-conditioning-of-man-portable-weapons-systems/
https://www.esd.whs.mil/portals/54/documents/dd/issuances/dodd/300009p.pdf
https://www.techtarget.com/searchdatacenter/feature/Infrastructure-for-machine-learning-AI-requirements-examples
https://www.sheppard.af.mil/News/Article-Display/Article/2794497/better-late-than-never-982nd-mxs-closes-loop-on-30-year-acquisition-process/
https://www.army.mil/article/223026/magic_bullets_the_future_of_artificial_intelligence_in_weapons_system
https://www.army.mil/article/223026/magic_bullets_the_future_of_artificial_intelligence_in_weapons_system
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scaling capabilities exist for the AI/ML to connect back to expanded memory and 
processing power.H However, the War in Ukraine has taught the lesson that critical 
weapon systems must be able to work without connectivity.M  
 
With AI/ML flexibility requirements and the inflexibility of HW design in weapon 
systems, the AI/ML capabilities will need to be built into early designs or be cost 
prohibitive to retrofit into the sustainment of weapon systems. Although many weapon 
systems are now built with open system architecture and built to allow commercially 
available compatibility, the weapon systems of the future will need space for expandable 
computer equipment, which will add weight, take up space and could possible require 
additional power.H Because the exponentially fast growing data sizes required for AI 
complex weapons systems, the commercial hardware necessary to support AI/ML 
components are not likely to be integrated with these military specific requirements. The 
acquisition timelines to continuously integrate new hardware into weapon systems is not 
fast enough to support the rate of change.H Even if the equipment can be retrofitted with 
commercially available hardware components, the validation process will breach 
development timelines and add an estimated two years to the process.H 
  
Examples of HW requirements for AI/ML systems are listed below. Maria-Bot, a robotic 
teaching assistant developed by Dr. William Barry at the US Army War College, that is 
made of several different large language models has provided the following response for 
the minimum set of requirements necessary for a AI/ML capabilities: Intel Core i7-8700k 
processor; base clock speed of 3.7 – 4.7GHZ w/ turbo boost, GPU Nvidia GeForce RTX 
2080 with 11GB of GDDR6 VRAM that can also accept other sensors and 4k gaming 
and VR applications.L You.com’s large language model chat also provided a set of 
minimum requirements to run just a medium sized AI/ML system with: at least quad-core 
processor with clock speed of greater than 3GHZ,  GPU 4GB VRAM.L Based on the 
AI/ML robotic capabilities developed by Dr. Barry, any minimum set of HW 
requirements needed to add AI/ML to a weapon system will need to be able to be 
exponentially scaled which is easily done with cloud-based solutions but will not fulfil 
the requirement for weapon systems to be able to operate without connectivity.  

 
Analytic Confidence 
The analytic confidence for this estimate is moderate based on the credibility and 
corroboration of sources for the minimum hardware requirements for AI/ML capabilities 
combined with the ability to upgrade HW components of Army HW and weapon 
systems. The time was adequate, but the analyst did not use a structured technique for the 
estimate. Although the estimator is a subject matter expert on software systems, the 
analyst used only research sources for the HW system requirements. Finally, this report is 

https://www.spiceworks.com/tech/cloud/articles/horizontal-vs-vertical-cloud-scaling/
https://www.msn.com/en-us/news/world/assume-you-can-be-jammed-what-us-troops-are-learning-about-electronic-warfare-in-ukraine/ar-AAYbMrl?bk=1&ocid=msedgdhp&pc=U531&cvid=cb5e85c8a2244b848ca3e67c184c2bf0
https://www.gao.gov/assets/gao-22-104765.pdf
https://acquisitiontalk.com/2022/06/jcids-process-timelines-and-impact-of-software-acquisition-pathway/
https://acquisitiontalk.com/2022/06/jcids-process-timelines-and-impact-of-software-acquisition-pathway/
https://www.dvidshub.net/news/423277/army-war-college-professor-incorporates-ai-into-teaching-strategic-leaders
https://blog.you.com/introducing-youchat-the-ai-search-assistant-that-lives-in-your-search-engine-eff7badcd655
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subject to change due to the potential for reduction of HW requirements for AI/ML 
developments over the weapon system development period. 
 

Author:  Mr. Reginald Shuford 
reginald.shuford.civ@armywarcollege.edu 

 
 

  

mailto:reginald.shuford.civ@armywarcollege.edu


 
 

HUMAN-MACHINE TEAMING 2030-2040: REDEFINING THE CONTINUUM 
 

 

28 
 

Machine Learning / Deep Learning Highly Likely To Remain 
Central To Artificial Intelligence Development Through 2040 
 
Executive Summary 
It is highly likely (71-86%) that machine learning (ML), specifically deep learning (DL), 
will remain central to artificial intelligence (AI) development through 2040. Refinements 
in data collection and labeling will speed the AI training process and reduce errors 
associated with data quality. Advancements in causal AI will move ML/DL models from 
predictions based on pattern recognition to understanding cause and effect relationships. 
Despite concerns with bias and data quality, it is highly likely that advancements in 
ML/DL will lead to enhanced decision-making in autonomous/semi-autonomous and 
decision support systems.   
 
Discussion 
AI is trained to perform tasks 
through learning algorithms 
such as ML, neural networks, 
and DL.H Each of these are not 
an individual field, but are 
subsets of AI, with DL as a 
subset of neural networks, and 
neural networks are a subset of 
ML (see Figure 1).H The key 
difference between these 
models is the process used to 
train the AI.H These algorithms are designed to mimic how humans learn, with the end 
state being a system that imitates human intelligence when performing a task.M More 
importantly, ML and its subsets allow the AI to improve its ability to perform a task and 
learn to perform new tasks without additional programing.M There are also AI’s that are 
not associated with machine learning, sometimes categorized as good old fashioned AI 
(GOFAI). This includes rules engines, expert systems, knowledge graphs, and symbolic 
AI.H 
 
Traditional ML methods can be summarized into three typical steps; a data set is 
introduced, allowing initial patterns to be recognized. Based on this data, the algorithm 
then makes predictions. The second step is error evaluation, understanding how 
accurately the model made predictions. The final step is using the error evaluation to 
optimize the algorithm.M  
 

Figure 1: Visualization of AI relationships. Source: Clickworker 

https://www.clickworker.com/customer-blog/process-of-ai-training/
https://www.ibm.com/cloud/blog/ai-vs-machine-learning-vs-deep-learning-vs-neural-networks
https://www.ibm.com/topics/machine-learning
https://viso.ai/deep-learning/ml-ai-models/
https://medium.com/revain/how-to-train-your-ai-98113bdac101
https://wiki.pathmind.com/ai-vs-machine-learning-vs-deep-learning
https://ischoolonline.berkeley.edu/blog/what-is-machine-learning/
https://www.clickworker.com/customer-blog/process-of-ai-training/
https://www.clickworker.com/customer-blog/process-of-ai-training
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Several ML models are currently used to train AI. These include supervised, 
unsupervised, semi-supervised, and reinforcement learning.H In supervised learning, the 
data set is fully labeled, allowing the AI to build a known knowledge base to compare 
new data against. Unsupervised learning does the opposite; unlabeled data is introduced, 
forcing the AI to identify and analyze the structure within the data. Semi-supervised 
learning mixes the two by providing the AI with a portion of labeled data and allowing it 
to make inferences based on the unlabeled data. Reinforcement learning focuses on goal 
accomplishment. The AI is rewarded when it correctly completes a task, learning through 
trial and error. This is done iteratively, improving individual tasks or stacking multiple 
tasks.H  
 
All of these models are data dependent, the volume and accuracy of the initial data set 
will determine the quality and accuracy of the trained algorithm.M Numerous 
classifications of ML algorithms exist; these include Linear Regression, Logistic 
Regression, Clustering, Decision Trees, and Random Forrests.H While it is important to 
understand that multiple algorithms are available, the scope of this assessment is limited 
to the neural network algorithm and DL.  
 

Neural networks are layered processing 
nodes used to replicate data processing in 
the human brain.H Neural networks 
process data across multiple nodes, and 
layers of nodes to better recognize 
patterns in the data (see Figure 2).M DL 
is a subset of ML that leverages the 
computational power of neural networks. 
When a neural network has more than 
three hidden layers of processing nodes, 

it is referred to as DL.M DL uses the same models used in ML to train AI. AlphaGo Zero 
is an example of a specific type of DL model called Self-Play Reinforcement Learning. 
While reinforcement learning can also be applied to ML, in the case of AlphaGo it is 
considered DL because it was applied to a deep neural network.H AlphaGo Zero used this 
model to train itself to play the game Go. This enabled the algorithm to train itself with 
only knowledge of the game’s basic rules, without human influence.M The process ended 
with AlphaGo Zero becoming the best Go player in the world in 40 days (see Figure 3).H   
 

Figure 2: Neural Network Example. Source: 
Pathmind 

https://ischoolonline.berkeley.edu/blog/what-is-machine-learning/
https://blogs.nvidia.com/blog/2018/08/02/supervised-unsupervised-learning/
https://www.telusinternational.com/insights/ai-data/article/how-to-train-ai
https://www.ibm.com/topics/machine-learning
https://www.ibm.com/cloud/blog/ai-vs-machine-learning-vs-deep-learning-vs-neural-networks
https://wiki.pathmind.com/neural-network
https://viso.ai/deep-learning/ml-ai-models/
https://www.nature.com/articles/nature24270.epdf?author_access_token=VJXbVjaSHxFoctQQ4p2k4tRgN0jAjWel9jnR3ZoTv0PVW4gB86EEpGqTRDtpIz-2rmo8-KG06gqVobU5NSCFeHILHcVFUeMsbvwS-lxjqQGg98faovwjxeTUgZAUMnRQ
https://www.theverge.com/2017/10/18/16495548/deepmind-ai-go-alphago-zero-self-taught
https://www.deepmind.com/blog/alphago-zero-starting-from-scratch
https://wiki.pathmind.com/neural-network
https://wiki.pathmind.com/neural-network
https://wiki.pathmind.com/neural-network
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Concerns with ML are tied to ethics due to bias in the data or development of the 
algorithm.H Concerns over how training data is obtained have been raised as well. With 
Italy recently blocking access to the popular ChatGPT, over potential privacy violations.H 
The lack of data, and data quality are also concerns.M Regarding data quality, researchers 
associated with Google have raised concerns that these training models are fundamentally 
flawed. They point at two issues tied to the data used to train AI. These are “data shift” 
and “underspecification”.H Data shift occurs when the training and real-world data differ 
in quality. This can cause the AI to underperform when put into practice. The second 
issue they point to is underspecification, which is when the training data fails to account 
for all possible external impacts on the data set.M Despite these challenges, it is highly 
likely that ML will continue to expand in use as industry and innovation continue to 
integrate AI.M 

 
Advancements in ML/DL include causal AI, which expands ML from prediction based 
on pattern recognition to identify the cause and effect relationships.M Benefits of causal 
AI include reducing coincidental correlation, which will help reduce bias, and the ability 
to simulate outcomes based on relationships.M One example of the application of this 
technology is associating athletic performance to physical and mental health data of 
athletes.M Using DL and causal AI to understand the relationship between these elements 
is highly likely to result in increased performance and reduced injuries. When applied 
across multiple military and civilian applications, this technology will enhance and 
enable AI support for decision-making, research, simulation, and anomaly detection.M  
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. The sources were generally 
credible and tended to corroborate each other. The time was adequate, but the analyst did 
not use a structured technique and worked alone. Additionally, the analyst is not a subject 

Figure 3: AlphaGo Zero progression chart. Source: Deepmind 

https://www.ibm.com/topics/machine-learning
https://apnews.com/article/chatgpt-ai-data-privacy-italy-66634e4d9ade3c0eb63edab62915066f
https://postindustria.com/what-are-the-major-limitations-of-machine-learning-algorithms/
https://arxiv.org/pdf/2011.03395.pdf
https://www.technologyreview.com/2020/11/18/1012234/training-machine-learning-broken-real-world-heath-nlp-computer-vision/
https://builtin.com/artificial-intelligence/artificial-intelligence-future
https://rapidminer.com/glossary/causal-ai/
https://www.thedigitalspeaker.com/cause-effect-rise-causal-ai-impact/
https://www.teradata.com/Blogs/How-Artificial-Intelligence-Deep-Learning-Change-the-Game
https://sdi.ai/blog/the-most-useful-military-applications-of-ai/
https://www.deepmind.com/blog/alphago-zero-starting-from-scratch
https://www.deepmind.com/blog/alphago-zero-starting-from-scratch
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matter expert. Finally, this report is subject to change due to the potential for new 
developments and the protracted period. 
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Increased Storage Requirements, Data Management, And 
Network Infrastructure Likely To Limit Pace Of Artificial 
Intelligence Advancements Between 2023-2030 
 
Executive Summary 
Robust software infrastructure requirements are likely (56-70%) to be the limiting factor 
for the pace of artificial intelligence (AI) advancements between 2023 and 2030 due to 
the increased need for more significant storage requirements, faster networks, and data 
management protocols. Despite the widespread usage of AI capabilities in areas ranging 
from personal use to small businesses to the international industrial base, which increased 
use rate presents total system computing requirements which are as new as the 
technology itself. Between now and 2030, those with the resources to fund the most 
extensive, fastest, and most secure software systems will highly likely (71-85%) emerge 
as the industry leaders. 
 
Discussion 
Physical 
hardware 
needs for AI 
are specific to 
individual 
industries, 
reducing 
resource 
competition.H 
However, the 
software 
framework 
requirements, 
while scalable, 
remain consistent among industries and will be a key driver for continued advancement 
for some and a limiting factor for others.M These infrastructure requirements include 
increased storage capacity, reliable network infrastructure, and upgrades to data 
management protocols.H As recently as June 2022, six of the top ten challenges facing AI 
development and implementation were related to software infrastructure requirements.M 
As AI moves beyond experimentation toward adoption and advancement, it will demand 
significant computing resources, infrastructure costs, and increased overhead.M   
 
The primary consideration when building the necessary software infrastructure is the 
increased need for a vast amount of storage capacity with the ability to scale.H The more 

Figure 1: Dave Eggleston, an independent consultant for TechTarget.com, 
discusses current trends in storage for AI. Click on the picture or go to: 
https://youtu.be/OXHttbHZZnc to view the video. Source: Eye on Tech 

https://www.techtarget.com/searchdatacenter/feature/Infrastructure-for-machine-learning-AI-requirements-examples
https://blog.leaseweb.com/2022/10/07/infrastructure-requirements-ai/
https://www.techtarget.com/searchenterpriseai/feature/Designing-and-building-artificial-intelligence-infrastructure
https://www.spiceworks.com/tech/artificial-intelligence/guest-article/top-10-ai-development-and-implementation-challenges/
https://blog.leaseweb.com/2022/10/07/infrastructure-requirements-ai/
https://www.techtarget.com/searchenterpriseai/feature/Designing-and-building-artificial-intelligence-infrastructure
https://youtu.be/OXHttbHZZnc
https://youtu.be/OXHttbHZZnc
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data that AI applications are exposed to, the better data-based decision they provide. The 
database of input data and output decisions will grow over time and organizations need to 
be prepared for such growth.M Among the many factors that business need to consider 
when planning for storage are: reliability for the specific type of data (structured, semi 
structured, or unstructured),H the source of the data, and what level of AI network they 
will use.H 
 
The next emerging infrastructure requirement is a highly capable and adaptive network. 
One should consider the infrastructure for AI as a “three-legged stool” where the legs are 
the network, servers, and storage. Each must be equally fast to keep up with each other.H 
To provide the high efficiency at scale required to support AI and machine learning (ML) 
models, organizations will likely need to upgrade their networks. Scalability must be a 
high priority, requiring high bandwidth, low-latency, and creative architecture.H   
 
If the network, servers, and storage are the legs of the stool, then data is the prized seat. 
Zeus Kerravala, founder and principal analyst with ZK Research explains that AI/ML 
success depends on making the right infrastructure choice, which requires understanding 
the role of data and the requirements to manage it.H Good data management protocols 
involve facilitating access to users who need it, while also securing it from those who do 
not.H Any breach in data security causes harm to the information owner and also 
introduces bad data into to the system, affecting future decisions.M One of the most 
nefarious and expensive types of information breaches, known as data poisoning,H can 
corrupt the datasets of AI to cause damage to its decision-making abilities. Correcting 
this type of incident is both expensive and time intensive as the only current solution is to 
determine the origin of the poison and retrain the entire system with good data.H In 
addition to the retraining requirement and the loss of consumer confidence comes the 
financial cost. According to IBM and Ponemon Institute, the average total cost of one 
data breach was over $4 million for 2022 and is projected to reach $5 million in 2023.M  

 
Analytic Confidence 
The analytic confidence for this estimate is moderate based on the credibility and 
corroboration of sources. The time was adequate, but the analyst did not use a structured 
technique. Additionally, the analyst is not a subject matter expert and worked alone. 
Finally, this report is subject to change due to the potential for new developments and the 
protracted timeframe. 
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Edge Artificial Intelligence Likely To Drive Expansion Of 
Artificial Intelligence Across Private And Public Sectors Through 
2040  
 
Executive Summary 
It is likely (56-70%) that the integration of edge artificial intelligence (AI) into devices 
across private and public sectors will continue to expand through 2040. This is due to 
local data processing increasing the speed at which data is produced while reducing the 
cost and time of centralized data processing and storage. Edge AI provides the user with 
real-time AI data analysis directly from the system or sensor, increasing the speed of 
decision-making. Edge AI removes the dependency on an internet or data connection 
allowing for continual use, even in a disrupted or degraded electromagnetic-spectrum or 
cyberspace environment. Additionally, edge AI reduces security concerns associated with 
networked devices.  
 
Discussion 
Edge AI is pushing 
the computational 
portion of an AI 
system to the local 
level.H Edge 
systems move the 
AI as close to the 
data collection 
method as is 
currently feasible.H 
The AI model 
operates on the 
local device, supported by system hardware that enables processing and sensors or other 
input mechanisms that support data collection.H This enables the AI to operate 
independently of a cloud-based environment (see Figure 1).H According to the 
management consulting firm, Kearney, by 2025, it is highly likely that over half of the 
data generated worldwide will be created by edge devices.H Examples of current edge AI 
systems include manufacturing quality control, self-driving cars, and household 
appliances with narrow AI such as simple voice recognition.H The possibilities for future 
use include medical instruments, smart energy grids, predictive maintenance in machines, 
traffic control, and powerful digital assistants.H The recent improvements in edge AI have 
been powered by developments in several key areas, including the development of neural 
networks, the increased computational power of microchips, and the proliferation of 
edge-enabled devices, commonly known as the Internet-of-Things.H   

Figure 1: Simplified visual depiction of Cloud AI vs. Edge AI. Source: Xailient 

https://xailient.com/blog/a-comprehensive-guide-to-edge-ai/
https://micro.ai/blog/edge-ai-what-is-it-and-how-does-it-work
https://micro.ai/blog/edge-ai-what-is-it-and-how-does-it-work
https://micro.ai/blog/edge-ai-what-is-it-and-how-does-it-work
https://www.kearney.com/digital/article/-/insights/gaining-the-edge-in-edge-ai
https://www.advian.fi/en/blog/edge-ai-in-practice-4-examples
https://blogs.nvidia.com/blog/2022/02/17/what-is-edge-ai/
https://www.oracle.com/internet-of-things/what-is-iot/
https://xailient.com/blog/a-comprehensive-guide-to-edge-ai/
https://xailient.com/blog/a-comprehensive-guide-to-edge-ai/
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Edge AI is inherently hardware dependent; however, edge AI does not rely on the most 
advanced hardware to function. Narrow AI, meaning AI that performs one or several 
specific tasks, can function on microcontrollers, while a modern CPU can host more 
advanced machine learning algorithms.H More complex general AIs will require a 
complex neural processing system.H Evidence shows that using narrow AI on less 
capable chips can increase performance and decrease power consumption compared to 
general AI running on advanced hardware.M In addition to the processor hardware, edge 
AI also relies on local storage. With limited storage, the AI must be trained to 
differentiate between storing and purging data. Mistakes with edge AI storage can lead to 
the loss of valuable data.H 

Edge AI software consists of computational models that can employ forms of machine 
learning.H These models are typically trained in a data center (on the cloud) and then 
pushed to the network edge.H Deep Learning, a machine learning technique, trains edge 
AI as “inference engines”H which allows the AI to make inferences when exposed to new 
data (see Figure 2).H Inferencing allows applications from voice recognition and pattern 
analysis to controlling a vehicle in traffic.H Allowing the inference to take place on the 
edge device decreases response time and computational and storage requirements of the 
cloud environment.H Using a federated learning model, edge devices or inference engines 
can train their local model and then transmit processed data back to a cloud-based 
algorithm to improve or refine the training model.H 

 
Obstacles to improving edge AI can be found in several areas. First, there is a power 
trade-off. Power requirements shift as you transfer the AI processing from a central 
location to the network’s edge. Powering decentralized AI systems will take energy, and 

Figure 2: A visual depiction of a Deep Learning Model.  Source: Nvidia 

https://micro.ai/blog/edge-ai-what-is-it-and-how-does-it-work
https://micro.ai/blog/edge-ai-what-is-it-and-how-does-it-work
https://micro.ai/blog/edge-ai-what-is-it-and-how-does-it-work
https://xailient.com/blog/a-comprehensive-guide-to-edge-ai/
https://xailient.com/blog/a-comprehensive-guide-to-edge-ai/#The_advantages_of_Edge_AI_include
https://blogs.nvidia.com/blog/2016/08/22/difference-deep-learning-training-inference-ai/
https://blogs.nvidia.com/blog/2022/02/17/what-is-edge-ai/
https://blogs.nvidia.com/blog/2016/08/22/difference-deep-learning-training-inference-ai/
https://blogs.nvidia.com/blog/2016/08/22/difference-deep-learning-training-inference-ai/
https://xailient.com/blog/a-comprehensive-guide-to-edge-ai/#The_advantages_of_Edge_AI_include
https://www.advian.fi/en/what-is-edge-ai
https://blogs.nvidia.com/blog/2016/08/22/difference-deep-learning-training-inference-ai/
https://blogs.nvidia.com/blog/2016/08/22/difference-deep-learning-training-inference-ai/
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the bill is tied directly to the functionality of edge AI.H In some cases, the power will be 
provided by batteries. This will likely increase the global competition for battery 
materials.M However, it is unlikely (31-45%) that this will limit the development of edge 
AI, as AI can help increase the efficiency of the batteries it requires. In the example of 
electronic vehicles, the AI-powered Battery Management System can help extend the life 
of batteries.H There are also security concerns. Raw data is stored on the local device, 
creating a target for cyber-attacks.M Manufacturers and service providers must ensure that 
measures are taken to secure data on the network’s edge. Finally, there are ethical 
concerns. As more complex AI is pushed to the edge, it will likely influence human 
decision-making.M Developers of edge AI systems must ensure that biases are removed to 
maintain and increase trust in these systems. Norms for use will emerge and evolve with 
that trust.M 
 
Edge AI will likely match edge devices' overall growth in the coming years. LF Edge 
group estimates this compound growth rate to be 40%.M AI will likely be incorporated 

into much of our daily lives, with edge AI devices providing much of the human-machine 
interaction.M Edge AI offers several benefits, including reduced costs and real-time 
analysis, with on-call availability.H Edge AI will increase privacy by allowing users to 
process sensitive data locally while sharing selected data for cloud-based processing (see 
Figure 3).H In the context of military application, nations must choose if and then how 
they incorporate edge AI into military systems. As more nations opt-in to gain the 
benefits of edge AI, we will likely see an AI arms race driven by AI and counter-AI 
techniques that target edge AI enabled devices.M 

 

Figure 3: A visual depiction of a Federated Deep Learning Model. Source: Advian 

https://micro.ai/blog/edge-ai-what-is-it-and-how-does-it-work
https://www.electronicdesign.com/power-management/whitepaper/21177573/addionics-nextgeneration-batteries-will-be-brought-to-you-by-ai
https://www.wevolver.com/article/why-edge-ai-for-ev-battery-management
https://www.techtarget.com/iotagenda/blog/IoT-Agenda/What-is-edge-AI-good-for?_gl=1*9bodoz*_ga*MTM5MjM5NDg2OS4xNjc0NTY5ODQ0*_ga_TQKE4GS5P9*MTY3Njk0NjczNS45LjEuMTY3Njk0NzMwNS4wLjAuMA..&_ga=2.168875749.539005172.1676869911-1392394869.1674569845
https://www.dni.gov/index.php/gt2040-home/gt2040-structural-forces/technology
https://www.dni.gov/index.php/gt2040-home/gt2040-structural-forces/technology
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https://www.dni.gov/index.php/gt2040-home/gt2040-structural-forces/technology
https://www.weforum.org/agenda/2022/05/at-the-edge-of-innovation-what-can-edge-ai-do-for-you/
https://www.weforum.org/agenda/2022/05/at-the-edge-of-innovation-what-can-edge-ai-do-for-you/
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https://www.advian.fi/en/what-is-edge-ai
https://www.advian.fi/en/what-is-edge-ai


 
 

HUMAN-MACHINE TEAMING 2030-2040: REDEFINING THE CONTINUUM 
 

 

37 
 

Analytic Confidence 
The analytic confidence for this estimate is moderate. The sources were generally 
credible and tended to corroborate each other. The time was adequate, but the analyst did 
not use a structured technique and worked alone. Additionally, the analyst is not a subject 
matter expert. Finally, this report is subject to change due to the potential for new 
developments and the protracted period. 
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Immersive Displays And Advanced User Interfaces Highly Likely 
Central To The Increase In Human-Computer Interaction 
Through 2040 
 
Executive summary  
Human interaction with computers is highly likely (71-85)% to continue to expand due to 
increased focus and investment into advanced displays and user interfaces. Touchscreens 
and displays will likely increase in utility with improvements in flexible, foldable, 
stretchable, and wearable materials. Extended reality (XR) will highly likely lead to 
fundamental changes in how humans interpret and interact with the world and the 
machines we are teamed with. People will advance from pulling information from their 
handheld devices to having an always-on, interactive overlay of the world around them. 
Despite current hurdles regarding power, processing capability, and bandwidth associated 
with small wearable devices, it is highly likely that private investment will continue to 
drive development.  
 
Discussion 

Graphic user interfaces (GUI) 
have dominated interactions 
with technology since the 
introduction of the earliest 
personal computers. Recent 
years have seen rapid 
advancements with 
touchscreens that let humans 
interact directly with the 
GUI.M Touchscreens will 
likely continue to make up a 
substantial portion of human-
computer interaction. The 

touchscreen enabled the rapid spread of technology in the last decade by reducing the 
complexity associated with computers and placing them in our hands.M Touchscreen 
displays are everywhere, on our phones, personal computers, appliances, and 
transportation. Current estimates show that 97% of new light vehicles produced 
worldwide integrate touchscreens.M  
 
Foldable, flexible screens are already available on the consumer market, the next iteration 
of this technology will include stretchable displays.M Samsung had demonstrated initial 
work with stretchable screens.M Stretchable displays will be enabled by flexible, 

Figure 1: Samsung Stretch Screen.  Source: Android Authority 

https://www.griduk.com/the-advances-in-multi-touch-technology/
https://illumin.usc.edu/touchscreen-an-engineered-harmony-between-humans-and-machines/#:%7E:text=The%20touchscreen%20is%20an%20important,multimedia%20player%20on%20a%20car.
https://www.autonews.com/cars-concepts/are-touch-screens-getting-out-control
https://www.androidauthority.com/future-phones-927528/
https://www.youtube.com/watch?v=kg2Izr6krY0
https://www.androidauthority.com/future-phones-927528/
https://www.androidauthority.com/future-phones-927528/
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stretchable integrated circuits printed onto smart fabric.M H These lightweight flexible 
screens will enable more robust wearable systems.M  

Several manufacturers are researching touchless technology which will allow users to 
interact with their devices through a series of gestures while in proximity to the 
controlled device.M Bayerische Motoren Werke AG (BMWs) HoloActive Touch display 
combines air gestures with haptic feedback, allowing the user to feel the interaction with 
the device.M Some companies, such as Continental Engineering, are investing in smart 
surfacesH, which allows nearly any surface to be embedded with touch-enabled 
technology.M Combinations of these enabling technologies are likely to form the base of 
future devices that will enhance human-machine teaming and enable fields like XR.  
 
XR encompasses the fields of virtual reality (VR), augmented reality (AR) and mixed 
reality (MR) (see Figure 2).H All of these fields of technology incorporate sensory 
immersion, allowing for different levels of interaction with the physical and digital 
environment.H The first AR system dates back to 1968, when Ivan Sutherland with 
Harvard created the first head-mounted display (see Figure 3).H Today AR can be found 
in our portable devices; smartphones, tablets, and headsets.H Practical uses of AR include 
medicine, maintenance and repair, education and training, as well as tourism.M Recent 
AR products have been focused on the consumer experience focused on smartphone 
applications that apply filters that let people try on clothes, make-up or play games, like 
PokemonGo!H Other applications like Google Lens give the user additional information 
about the world around them, by providing tools like instant translation and information 
on landmarks, food, plants and animals.H Advancements in enabling technologies like 

Figure 2: Extended Reality. Source: GAO 

https://msutoday.msu.edu/news/2017/is-a-stretchable-smart-tablet-in-our-future?utm_campaign=standard-promo&utm_source=msuedu-news&utm_medium=msuhome
https://www.coolwearable.com/hybrid-3d-printing-soft-wearables/
https://www.youtube.com/watch?v=cF0nR4Cg5YU&t=53s
https://www.colocationamerica.com/blog/touchless-touchscreen-technology
https://motius.de/insights/an-introduction-to-the-future-trends-of-human-machine-interfaces/
https://conti-engineering.com/components/smart-surface/
https://motius.de/insights/an-introduction-to-the-future-trends-of-human-machine-interfaces/
https://www.gao.gov/products/gao-22-105541
https://www.gao.gov/products/gao-22-105541
https://www.gao.gov/products/gao-22-105541
https://www.viget.com/articles/xr-vr-ar-mr-whats-the-difference/
https://www.informit.com/articles/article.aspx?p=2516729&seqNum=2
https://zesium.com/powerful-augmented-reality-in-mobile/
https://www.inc.com/james-paine/10-real-use-cases-for-augmented-reality.html
https://hbr.org/2016/10/the-mainstreaming-of-augmented-reality-a-brief-history
https://www.techradar.com/how-to/how-to-use-google-lens-on-your-iphone-or-ipad
https://www.gao.gov/products/gao-22-105541
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LiDAR4 will further enhance at AR experience by layering virtual representations within 
objects in the physical world, a feature referred to as occlusion.H Wearables in the form 
of glasses and goggles will have a considerable impact on the XR market and society as 
advancements in size, weight, and power make the devises more practical.H 

 

Beyond the smartphone and glasses, there are 
numerous additional technologies where AR is 
integrated. Heads-up displays are now offered 
in numerous vehiclesM, with BMW's concept 
car the iVision Dee (digital emotional 
experience) providing an extreme example of 
how AR can enhance the driving experience by 
providing additional information about the 
traffic environment.H The concept abandons 
traditional touch screens and instead builds a 
system around interactive voice control and 
augmented reality.H H   

 
MR moves beyond AR by supporting more 
interaction between the virtual and physical 

worlds.H Most notable is the ability to manipulate virtual objects that are displayed in the 
physical world, examples include demonstrations in classrooms, construction and design 
models, and interactive communication.M According to a paper published by Harvard 
Business Review and Microsoft, of the companies surveyed, 68% say MR will be 
important to meeting strategic business goals, and 90% are actively looking into using 
MR.H 

 
VR displays immerse the user in a virtual world, while VR has obvious applicability to 
fields such as entertainment, there are also numerous practical applications from 
telepresence to military, construction, engineering and education.M In medical education, 
doctors can train in virtual three dimensional scenarios. In medical practice, 
representations of patients can be seen in three dimensions, enhancing diagnosis and 
treatment.H In manufacturing VR can be used to design digital twins5 of production 
facilities, BMW recently teamed with Nvidia to build a digital twin of a factory that will 
be built in 2025.H This process increases collaboration and design efficiency while 
reducing cost and time.H Enabling technologies such as hand tracking, will remove the 

 
4 LiDAR is an acronym for Light Detection and Ranging. In LiDAR, laser light is sent from a 
source (transmitter) and reflected from objects in the scene. The reflected light is detected by the 
system receiver and the time of flight (TOF) is used to develop a distance map of the objects in 
the scene. 
5 A digital twin is a virtual model designed to accurately reflect a physical object. 

Figure 3: “Sword of Damocles” AR system. 
Source: Informit 
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https://www.bmwgroup.com/en/news/general/2023/i-vision-dee.html
https://www.caranddriver.com/news/a42397859/bmw-i-vision-dee-concept-revealed/
https://www.youtube.com/watch?v=SUaJtT3DKNQ
https://techterms.com/definition/extended_reality
https://www.sevenlab.nl/en/blog/how-mixed-reality-will-shape-our-future/
https://www.xrtoday.com/mixed-reality/the-role-of-mixed-reality-in-the-future-of-work/
https://www.vrs.org.uk/virtual-reality-applications/
https://www.gao.gov/products/gao-22-105541
https://venturebeat.com/games/bmw-group-starts-global-rollout-of-nvidia-omniverse/
https://www.youtube.com/watch?v=g78YHYXXils
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need for controllers while using VR.H Haptic feedback devices will allow users to further 
sense the virtual environment through simulation of touch and movement.H  
 
Holographic displays are currently available in several forms, although many 
technologies that are advertised as holograms are either 3D images or 2D projections that 
create the illusion of a hologram but have no real depth or volume.M Holographic boxes 
are in production, and at a variety of price points, making them practical for commercial 
and personal use.H M H However, several true holographic technologies do exist.M Light 
Field LabH, has developed “Solid Light” displays, one of the most promising holographic 
displays.H Holograms are expected to be integrated across a large spectrum of industries, 
with the benefit of multiple users sharing a common display.H 

 
Voice user interfaces (VUI) have enabled mainstream products since the first smart 
speakers were introduced in 2014.H It is highly likely that advancements in natural 
language processing and AI will enable greater personalization, enhancing the user 
experience and increasing public use. This will likely lead to increased use of VUIs in 
commercial systems.M Intelligent virtual assistants will replace some of the functions 
people currently handle with their smartphones or other computing devices.M By 2020, 
U.S. households supported over 157 million smart speakers. The market for voice-
enabled devices is expected to continue to grow.H The popularity of Voice-enabled 
devices will likely fuel future investment and further advance this technology. While it is 
highly unlikely (16-30%) that VUIs will completely replace screens, they will enhance 
how humans interact with and receive information from our machines.H VUIs provide the 
user with a handsfree, lower distraction interface allowing the user to focus on other 
tasks, such as driving, while still receiving notifications from the device in use.H 

 
Despite the limitations in power, processing capability, and bandwidth associated with 
wearable devicesM, industry leaders are highly likely (71-85%) to continue investment in 
display innovation, allowing users to better team with computers and AI to enhance their 
work and life experiences. 
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. The time was adequate, but the 
task covered a large technology spectrum. The sources were generally credible and 
tended to corroborate each other. Commercial information is readily available; however, 
marketing information can overhype capability. Additionally, the analyst is not a subject 
matter expert. Finally, this report is subject to change due to the potential for new 
developments and the protracted period. 
 

Author:  COL Dennis Weaver 
dennis.weaver.mil@usarmywarcollege.edu 

https://www.forbes.com/sites/bernardmarr/2021/06/04/future-predictions-of-how-virtual-reality-and-augmented-reality-will-reshape-our-lives/?sh=1063e20e68b4
https://bernardmarr.com/the-5-biggest-virtual-augmented-and-mixed-reality-trends-in-2022/
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https://www.youtube.com/watch?v=FM8RdKBTSBo
https://dot.la/proto-hologram-2659602721.html
https://www.youtube.com/watch?v=4pJxdNRA1CM&t=1s
https://www.engadget.com/2018-01-25-3d-holograms-trapping-particles.html
https://www.lightfieldlab.com/
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https://www.sciencedirect.com/science/article/pii/S2667345222000141
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Vast Majority Of The Global Population Highly Likely To Use 
Advanced Digital Assistants To Inform Decision-Making By 2040 
 
Executive Summary 
Rapid advancements in the development of digital assistant and digital companion 
applications represent a technological revolution, and it is highly likely (71-85%) that the 
vast majority of the global population (80-90%) will be using some form of advanced 
digital assistants by 2040. Three main factors are driving the development of digital 
assistants. First, the costs of digital assistants are dropping, making them readily available 
to a broader range of people. Second, the technology is becoming increasingly 
sophisticated and easier to use, allowing digital assistants to do more complex tasks and 
simplify operations for the user. Third, as time passes, digital assistants are more socially 
acceptable as people become more comfortable with their applications. Critics of digital 
assistant technology cite a lack of necessity and nuance in recommendations, challenges 
with privacy, bias interference, and network security risks as reasons for apprehension, 
but the value added through the utilization and implementation of digital assistant 
technologies represents a clear advantage in gathering and analyzing data to inform 
decisions. 
 
Discussion 
A digital assistant is “an 
advanced computer program that 
simulates a conversation with the 
people who use it, typically over 
the internet,” that uses “advanced 
artificial intelligence (AI), natural 
language processing (NLP), 
natural language understanding 
(NLU), and machine learning to 
learn as they go and provide a 
personalized, conversational 
experience.”H Think of digital 
companions like digital assistants 
2.0; the new and improved 
version of what currently exists today. They will still “assist” us with numerous tasks 
throughout our daily lives, but they will do so in a way that’s much more personalized, 
seamless, and fun.H Thus forging a new type of enduring role and relationship with the 
user.H For this report, the term digital assistant will address both applications unless 
specified otherwise. 
 

Figure 1: The Future of Virtual Assistants – KBC Inspiration 
Day. Click on the picture or go to: 
https://www.youtube.com/watch?v=XQQuXiwd6rU  to view the 
video. Source KBC. 

 
 

https://blog.intuitionrobotics.com/digital-assistants-vs-digital-companions-whats-the-difference
https://blog.intuitionrobotics.com/digital-assistants-vs-digital-companions-whats-the-difference
https://blog.intuitionrobotics.com/how-can-an-ai-agent-establish-a-relationship
https://www.youtube.com/watch?v=XQQuXiwd6rU
https://www.youtube.com/watch?v=XQQuXiwd6rU
https://www.youtube.com/watch?v=XQQuXiwd6rU
https://www.youtube.com/watch?v=XQQuXiwd6rU
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Digital assistants help people with daily tasks such as managing calendars, providing 
reminders, scheduling appointments, and managing emails.H Additionally, digital 
assistants can provide personalized recommendations, like suggesting restaurants, 
movies, and books.M Digital assistants can also help people with more complex tasks. For 
example, they can help people with financial planning, such as providing advice on 
investments or helping people manage their budgets.M They can also help people make 
medical decisions, like providing treatment information or finding the best doctors.  
 
Currently, the number of devices 
with built-in digital assistant 
technology outnumbers the global 
population.H Worldwide, smart 
phone users have increased by 5% 
annually for the past five years 
and represents about 85% of the 
global population.H Over the next 
20 years, digital assistants are 
highly likely to become more 
powerful and capable of 
performing even more complex 
tasks, resulting in more user 
dependence, availability, and utilization.M For example, they are growing in their ability 
to provide more personalized recommendations based on learning from the user and 
understanding their needs, patterns, and interests.H They could also provide more detailed 
advice specific to the individual’s profession or the associated application, which they 
were created – for example, area security or active defense applications and technology 
could inform the user of threats and recommend measured responses, or act 
autonomously, based on approved escalation of force measures and/or the rules of 
engagement.H  
 
In military applications, digital assistants are likely (56-70%) to assist leaders with 
making complex decisions quickly by synthesizing large amounts of data, filtering out 
the noise, and providing data-based recommendations to decision-makers.H The Defense 
Advanced Research Projects Agency (DARPA) is focused on creating digital assistants 
that “make military decision-making more efficient and more effective at multiple levels 
of command; reduce the need for large command staffs; and enable smaller, more mobile, 
and less vulnerable command centers.”H Considering Secretary of the Army, Christine 
Wormuth’s, priorities, a more data-centric/data-driven force is essential in future Great 
Power Competition.H Digital assistants can achieve this objective by helping leaders and 
their supporting staff do more with less and faster.M Digital assistants have the potential 

Figure 2: Business Solutions, Digital Assistants the Core 
Reality of the Future.  Source Business Solutions 

https://www.business.com/articles/how-digital-assistants-can-improve-workplace-productivity/
https://venturebeat.com/ai/why-digital-assistants-are-so-hot-right-now/
https://builtin.com/artificial-intelligence/ai-trading-stock-market-tech
https://www.focusingfuture.com/business-solutions/digital-assistants-the-core-reality-of-the-future/
https://explodingtopics.com/blog/smartphone-stats
https://www.gcu.edu/blog/engineering-technology/what-will-digital-assistant-technology-look-future
https://www.focusingfuture.com/business-solutions/digital-assistants-the-core-reality-of-the-future/
https://www.raytheonintelligenceandspace.com/what-we-do/command-and-control/battle-management/jadc2
https://voicebot.ai/2021/03/16/us-military-unveils-plans-for-developing-an-ai-assistant-at-darpa/
https://www.darpa.mil/about-us/timeline/personalized-assistant-that-learns
https://www.army.mil/article/253814/message_from_the_secretary_of_the_army_to_the_force
https://www.forbes.com/sites/cognitiveworld/2019/12/09/how-an-ai-powered-digital-assistant-increases-productivity-in-business/?sh=6e75d3686281
https://www.focusingfuture.com/business-solutions/digital-assistants-the-core-reality-of-the-future/
https://www.focusingfuture.com/business-solutions/digital-assistants-the-core-reality-of-the-future/
https://www.focusingfuture.com/business-solutions/digital-assistants-the-core-reality-of-the-future/
https://www.focusingfuture.com/business-solutions/digital-assistants-the-core-reality-of-the-future/
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to improve military decision-making processes by assisting users in sifting through large 
amounts of information quickly and efficiently across multi-domain operations.H   
 
Regarding U.S. military competition, limited information is available on specific 
examples of digital assistant technology used by the Chinese or Russian military. 
However, the PLA is actively exploring and experimenting with new concepts and 
capabilities to leverage artificial intelligence to enhance its combat capabilities.H Some 
Chinese companies have developed AI-based war-gaming simulators, such as DataExa's 
AlphaWar, in which DeepMind's Starcraft AI drives the simulation.H Additionally, 
Microsoft is working with the military-funded National University of Defense 
Technology on surveillance technology, and Google has opened an AI research center in 
Beijing.H China is also developing AI technologies such as deep fake to generate fake 
news and media against rivals.H 
 
An additional and promising potential application for military utilization is issuing an 
individual digital companion to Soldiers as they enter service. This digital companion 
would learn and grow with the Soldier as they progress through their career. More than a 
simplistic calendar/agenda tracker, the digital companion would be a direct conduit to the 
Soldier’s personnel records, healthcare information, retirement/TSP contributions, and 
education data, in addition to tying into their headquarters’ database and communicating 
with leadership and subordinates and interceding on their behalf. Tyler Sweatt, a former 
Army officer and current technology consultant, said virtual assistants will enable 
massive scale at all levels of the Army. “Imagine if company-level leadership was able to 
align schedules across a series of virtual assistants, plan training events, and conduct 
inventories based on AI-enabled supply rooms. At senior levels, the value of near 
instantaneous schedule optimization, task prioritization, and research would provide 
immense value to resource-intensive areas typically reserved for CAG/CCG types”.H 
 
With greater reliance on and increased popularity of digital assistants, the risk of user 
manipulation by nefarious actors increases significantly, prompting some critics, like 
Apple CEO Tim Cook, to call for privacy regulations regarding the collection of personal 
and private information and responsible stewardship in professional and practical 
applications of digital assistants.H However, the benefits and practical applications of 
digital assistant and companion technologies are highly likely to continue to make 
sustained improvements solidifying their foundation in future daily life. Therefore, 
measures are necessary to mitigate the associated risk to the user.  
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were generally reliable 
and tended to rely on statistics and corroborate one another. There was adequate time, but 

https://www.darpa.mil/news-events/2021-03-03
https://www.cnas.org/publications/congressional-testimony/chinese-military-innovation-in-artificial-intelligence
https://cset.georgetown.edu/article/how-china-is-using-ai-for-warfare/
https://emerj.com/ai-sector-overviews/artificial-intelligence-china-military/
https://thediplomat.com/2021/12/how-does-china-aim-to-use-ai-in-warfare/
https://www.techopedia.com/ai-in-the-army-how-virtual-assistants-will-impact-us-military-ranks/2/33993
https://builtin.com/artificial-intelligence/artificial-intelligence-future
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the analyst worked alone and did not use a structured method. Furthermore, given the 
lengthy time frame of the estimate, this report is sensitive to change due to new 
information or revolutions in technological development. 
 

Author:  COL Nathaniel C. Stone 
nathaniel.stone.mil@armywarcollege.edu 
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Minutely Invasive Bidirectional Brain-Computer Interfaces Likely 
Between 2025-2030, Limited Military Application Between 2030-
2040 
 
Executive Summary 
Minutely invasive, bidirectional brain-computer interfaces (BCI) are likely (56-70%) 
between 2025-2030, with limited military application in 2030-2040, due to rapid 
advances in materials technology, computer processing, and neuroscience. Despite the 
concerns with guiding nano-scale devices injected into the bloodstream to the brain, the 
improved signal-to-noise ratio and write fidelity/precision (compared to non-invasive 
BCI) and the long-term health benefits (compared to invasive BCI) will drive the 
adoption of minutely invasive BCI, enabling people to interact with machines using their 
thoughts. 
 
Discussion 
Defined as computer technology 
that can interact with neural 
structures by decoding and 
translating information from 
thoughts (i.e., neuronal activity) 
into actions,M a BCI is a device 
that interfaces with the brain to 
enable interaction with the 
environment; it connects a 
computer to a brain, either by 
reading out brain signals and/or 
writing in brain signals.H 
Artificial intelligence (AI) 
isolates the brain signals that the BCI devices capture, as well as synthesize signals back 
into the brain.H BCIs allow people to use brain activity to control equipment such as 
prostheses or robots. Beyond medicine, scientists are researching BCIs for gaming, 
defense, and improving cognitive functions.H 
 
Investment in BCI technology is expanding, and the field is advancing rapidly, with 
around 59,000 academic publicationsM and 10,000 patents filed in 2021 alone.M The 
global BCI market was $1.31 billion in 2021, and according to Strategic Market 
Research, it will reach $5.34 billion by 2030.M In 2013, the National Institutes of Health 
launched the Brain Research Through Advancing Innovative Neurotechnologies 
(BRAIN) initiative to support the development and application of innovative technologies 
to revolutionize our understanding of the human brain.H Currently, the BRAIN initiative 

Figure 1: Wireless linkage of brains may soon go to human 
testing. Click on the picture or go to: 
https://www.youtube.com/watch?v=cL3e8tC8TwE to view the 
video. Source: Rice University 

https://in-training.org/future-brain-computer-interface-technology-15655
https://alexandregonfalonieri.medium.com/bidirectional-bci-what-it-is-and-why-it-matters-e295767b95a7
https://hbr.org/2020/09/are-you-ready-for-tech-that-connects-to-your-brain
https://alexandregonfalonieri.medium.com/bidirectional-bci-what-it-is-and-why-it-matters-e295767b95a7
https://www.globenewswire.com/en/news-release/2022/07/06/2475404/0/en/Brain-Computer-Interface-market-will-attain-a-value-of-USD-5-34-billion-by-2030.html
https://www.globenewswire.com/en/news-release/2022/07/06/2475404/0/en/Brain-Computer-Interface-market-will-attain-a-value-of-USD-5-34-billion-by-2030.html
https://www.globenewswire.com/en/news-release/2022/07/06/2475404/0/en/Brain-Computer-Interface-market-will-attain-a-value-of-USD-5-34-billion-by-2030.html
https://www.rand.org/blog/2023/02/brain-and-machine-confluence-requires-multi-sectoral.html
https://www.thedigitalspeaker.com/brain-computer-interfaces-change-relationship-computers/
https://www.youtube.com/watch?v=cL3e8tC8TwE
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is supported by several federal agencies and dozens of technology firms, academic 
institutions, scientists, and other key contributors to neuroscience.H The application of 
BCI supports ongoing DoD technological initiatives, including human-machine 
collaboration for improved decision-making, assisted-human operations, and advanced 
manned and unmanned combat teaming.H 
 
BCIs are traditionally categorized as invasive BCI, semi-invasive BCI, and non-invasive 
BCI.H Invasive BCI involves surgically implanting electrodes into the brain cortex to 
measure signals directly from the brain.H Semi-invasive BCI devices are external 
recorders that detect signals from superficially implanted devices.H An example of a 
semi-invasive BCI is an electrocorticography (ECoG) placed directly on the brain, but 
not implanted inside of the brain,M which records brain activity via a surgically 
embedded electrode grid. Non-invasive BCI technology involves external 
sensors/electrodes placed on the scalp to record the neural signal produced by the brain,H 
such as Electroencephalography (EEG), which is the most commonly used because of the 
cost and hardware portability.H In 2019, the Defense Advanced Research Projects 
Agency (DARPA) introduced a new category, minutely invasive, a class of nano-scale 
devices delivered to the brain through intravenous (IV) injection, ingestion, or other non-
surgical methods.H 
 
The signal quality for invasive and partially invasive BCIs is significantly greater than 
non-invasive BCIs, and write fidelity/precision is much higher, resulting in faster 
response time and greater control.H However, invasive BCIs are more traumatic to the 
brain, carrying an increased risk of infection, and are more challenging to maintain long-
term,H restricting their use outside laboratories or clinical environments.H Testing of 
invasive BCIs are in FDA-approved clinical trailsH to treat severe medical conditions, 
such as amyotrophic lateral sclerosis, cerebral palsy, stroke, or spinal cord injury.H 
Currently, no company has received final FDA approval to market a BCI for medical 
purposes, and it is unlikely (16-30%) the FDA will approve surgical implantable invasive 
BCIs for healthy people.H  
 
BCIs that use non-invasive external sensing, rather than brain implants, receive weaker 
signals, leading to lower resolution and less precise control. Thus, when using only the 
brain to control a robotic arm or a wheelchair, a non-invasive BCI doesn't stand up to 
using implanted devices.H Despite the signal quality challenges, research in non-invasive 
BCI technology has increased due to its dual-use for medical, entertainment, and 
industrial work purposes, such as: stress reduction, augmented and virtual reality, 
gaming, or operating industrial robots.H H Several gaming companies are investing in 
wearable BCI technology, such as ValveM and Snap.M Future business tech predicted that 
by 2030, most virtual reality (VR) headsets could include the option for a BCI to record 

https://www.darpa.mil/program/our-research/darpa-and-the-brain-initiative
https://www.rand.org/pubs/research_reports/RR2996.html
http://learn.neurotechedu.com/introtobci/
https://www.gao.gov/products/gao-22-106118#:%7E:text=Implanted%20BCIs%20measure%20signals%20directly,method%20called%20electrocorticography%20(ECoG).
http://learn.neurotechedu.com/introtobci/
https://in-training.org/future-brain-computer-interface-technology-15655#:%7E:text=An%20example%20of%20partial%20invasive,implanted%20inside%20of%20the%20brain.
https://www.esa.int/gsp/ACT/doc/ARI/ARI%20Study%20Report/ACT-RPT-BIO-ARI-056402-Non_invasive_brain-machine_interfaces_-_Martigny_IDIAP.pdf
http://learn.neurotechedu.com/introtobci/
https://www.frontiersin.org/articles/10.3389/fnins.2021.599549/full
https://blog.spyn.us/2019/07/brain-computer-interfaces-handbook_31.html
https://blog.spyn.us/2019/07/brain-computer-interfaces-handbook_31.html
https://aip.scitation.org/doi/10.1063/5.0047237
https://www.fda.gov/regulatory-information/search-fda-guidance-documents/implanted-brain-computer-interface-bci-devices-patients-paralysis-or-amputation-non-clinical-testing
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3497935/
https://www.reuters.com/investigates/special-report/neuralink-musk-fda/
https://www.technologynetworks.com/informatics/news/first-ever-non-invasive-brain-computer-interface-developed-320941
https://www.gao.gov/products/gao-22-106118
https://www.technologynetworks.com/informatics/news/first-ever-non-invasive-brain-computer-interface-developed-320941
https://www.theverge.com/2021/1/25/22248202/gabe-newell-valve-brain-computer-interface-bci-meat-peripherals
https://rossdawson.com/futurist/companies-creating-future/leading-brain-computer-interface-companies-bci/
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users’ electrical signals, but that immersive effects could be limited at this stage, and only 
usable in specific situations.M 
 
Non-invasive BCIs already exist, but do not offer the precision, signal resolution, bi-
directional read/write capability, and portability required for advanced applications in 
real-world settings.H To overcome these challenges, DARPA launched the Next-
Generation Non-surgical Neurotechnology (N3) program to develop non-surgical BCI for 
able-bodied service members.H DARPA funded six organizations to support the N3 
program, each pursuing a range of approaches that use optics, acoustics, and 
electromagnetics to record neural activity and/or send signals back to the brain at high 
speed and resolution.H 
 
Teams are pursuing either 
completely non-invasive 
interfaces that are entirely 
external to the body, or minutely 
invasive interface systems that 
include nanotransducers that can 
be temporarily and nonsurgically 
delivered to the brain to improve 
signal resolution.H The most 
promising is the Brainstorm 
project led by Battelle, using 
minutely invasive procedures that 
pair an external transceiver with 
electromagnetic 
nanotransducers (MEnTs).H The 
MEnTs are temporarily 
introduced into the body via IV 
injection into the circulatory system and then guided to a specific area of the brain to help 
complete a task through communication with a helmet-based transceiver.H Upon 
completion, the nanotransducer could be magnetically guided out of the brain and into the 
bloodstream and expelled from the body.H  
 
During phase one of the N3 program, the Battelle team achieved “precise reading and 
writing to neurons.” They are currently in phase two of the N3 program, focused on 
maturing this capability and testing the external writing interface.M In the third phase, the 
Battelle team plans to implement a regulatory strategy developed with the FDA in phase 
two to support future human subjects testing.M 

Figure 2: Phase 1 approach, in which MEnTs are first injected into 
the circulatory system, localized into the cerebral tissue using a 
magnetic field gradient, and then interact with neural tissue and 
applied magnetic fields to provide non-surgical neural interfacing. 
Source: Magnetic 

https://www.futurebusinesstech.com/blog/the-world-in-2040-top-20-future-technologies
https://www.darpa.mil/program/next-generation-nonsurgical-neurotechnology
https://www.darpa.mil/news-events/2019-05-20
https://www.darpa.mil/program/next-generation-nonsurgical-neurotechnology
https://magneticsmag.com/magnetism-plays-key-roles-in-darpa-research-to-develop-brain-machine-interface-without-surgery/
https://magneticsmag.com/magnetism-plays-key-roles-in-darpa-research-to-develop-brain-machine-interface-without-surgery/
https://link.springer.com/article/10.1007/s13347-022-00597-1
https://magneticsmag.com/magnetism-plays-key-roles-in-darpa-research-to-develop-brain-machine-interface-without-surgery/
https://www.businesswire.com/news/home/20201215005738/en/Battelle-Neuro-Team-Advances-to-Phase-II-of-DARPA-N3-Program
https://www.battelle.org/insights/newsroom/press-release-details/battelle-neuro-team-advances-to-phase-ii-of-darpa-n3-program
https://magneticsmag.com/magnetism-plays-key-roles-in-darpa-research-to-develop-brain-machine-interface-without-surgery
https://magneticsmag.com/magnetism-plays-key-roles-in-darpa-research-to-develop-brain-machine-interface-without-surgery
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Studies show that bringing a device from concept to approval takes three to seven years.H 
Given this timeline, the Battelle team will likely produce an approved minutely invasive 
bidirectional between 2025 and 2030. The Cyborg Soldier 2050: Human/Machine Fusion 
and the Implications for the Future of the DOD report predicted that specialized operators 
will be using neural implants for enhanced operation of assets by the year 2030.H Given 
the long-term health benefits over surgically implanted devices and the ability to remove 
the MEnTs, minutely invasive BCIs will likely be used over invasive BCI for special 
operators between 2030 and 2035. 

 
All categories of BCIs raise multiple ethical, privacy, and trust concerns that would need 
addressed before widespread implementation. One ethical concern is that inserting a 
decision-making device into someone's brain raises questions about whether that person 
remains self-governing.H Providing hard on/off controls whenever possible or the ability 
to remove the device are ways to address privacy and ethical considerations.M Evidence 
from a 2020 Pew Research Center Report shows that U.S. public trust in 
neuroenhancements, (i.e., implanting brain chips to increase concentration and 
information processing), is low (69% report being “very/somewhat worried”).H  
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Multiple artificial intelligence 
sources were used for research, consisting of ChatGPT, Perplexity, and Unrestricted 
Intelligence. Sources were generally reliable and tended to corroborate one another. 
There was adequate time, but the analyst worked alone and did not use a structured 
method. Furthermore, given the lengthy time frame of the estimate, this report is sensitive 
to change due to new information. 
 

Author:  LTC Owen S. Adams 
owen.adams.mil@armywarcollege.edu 
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https://fpf.org/blog/brain-computer-interfaces-privacy-and-ethical-considerations-for-the-connected-mind/
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Neuromorphic Computing Likely To Improve Speed, Power 
Efficiency, and Adaptability For Deep Learning Autonomous 
Systems By 2035 
 
Executive Summary 
It is likely (56-70%) that neuromorphic computing (which is a type of computer 
engineering that mimics the structure and function similar to the synapses and neurons in 
a human brain) will be the bridge that can overcome some of the existing challenges 
facing artificial intelligence (AI) and provide new use-case possibilities by 2035 due to 
three primary functionality advantages of speed, power, and adaptability. Additionally, 
neuromorphic computing is highly likely (71-85%) to drive artificial generated 
intelligence (AGI) and expedite the adoption of cognitive lethal autonomous weapons 
systems (CLAWS). Despite the latency of software and hardware challenges and ethical 
concerns regarding the attempt to make a computer version of a human brain, 
neuromorphic computing is leading the technology industry in the drive to work on edge 
AI to provide a plethora of new use cases and capabilities. 
 
Discussion 
The concept, use, and extensive capabilities of today’s AI systems are increasingly 
integrated into our social, business, and organizational lives. However, as innovative as 
our current systems are, they are limited by the amounts of processing power and 
programmed data available to them.H Even the slightest change in the data environment 

renders AI 
models trained 
with traditional 
machine 
learning 
methods 
inoperable; 
however, an 
emerging field 
in computer 
engineering is 
working to 
overcome these 
challenges with 
brain-inspired 
computing 
methods.H The 
advantages of 

Figure 1: Potential sensory similarity objectives for neuromorphic computing. Source: 
Wiley 

https://www.techtarget.com/searchenterpriseai/feature/The-power-and-limitations-of-enterprise-AI
https://dataconomy.com/2022/04/neuromorphic-computing-engineering/
https://www.researchgate.net/figure/Flexible-neuromorphic-electronics-for-neuromorphic-computing-humanoid-robotics-and_fig1_336096416
https://www.researchgate.net/figure/Flexible-neuromorphic-electronics-for-neuromorphic-computing-humanoid-robotics-and_fig1_336096416
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neuromorphic computing are speed, energy efficiency, and the ability to learn.H M It 
provides a promising path toward achieving AGI and has the potential to address the 
growing concerns about the use of autonomous systems and military applications.H Over 
the next decade, neuromorphic computing is expected to transform the nature and 
functionalities of various scientific and non-scientific applications. Some of these include 
mobile devices, autonomous vehicles, medical devices, and robotics, among others.M 

 
Current computing runs on the Von Neumann system, which uses separate memory and 
processing units and encodes data using binary values. The process of moving the data 
between these separate units is known as the von Neumann bottleneck and it limits speed 
and increases power consumption.H Instead of having distinct sections for each, the 
brain-inspired neuromorphic computer chips process and store data collectively on each 
individual neuron (see Figure 2).H H This process avoids the von Neumann bottleneck, 
which increases speed and reduces power consumption.H A team of researchers from 
Graz  University of Technology and Intel labs have demonstrated that a large neural  

 

network can process complex sentences while consuming 4 to 16 times less energy on a 
neuromorphic computer vice non-neuromorphic systems.H H Accenture Labs experiment 
with automotive voice commands showed that a neuromorphic system could recognize 
short-string voice commands 200 milliseconds faster than a standard processing unit.H 
Research is still ongoing to determine the exact speed increase for deep neural complex 
computing; however, Intel’s new processing neuromorphic chip, Loihi 2 is expected to be 
able to process neuromorphic networks up to 5000x faster than biological neurons.H  
 
In addition to the increased speed and power efficiency of neuromorphic computers, their 
spiked neural network (SNN) is adaptable to changes in external stimuli. This flexibility 
is similar to the plasticity of the human brain, which fosters a system that can learn and 
solve problems independently of a programmer;H a characteristic which is particularly 

Figure 2: Comparison of the von Neumann architecture with the neuromorphic architecture. Source: Nature 
Computational Science 

https://www.humanbrainproject.eu/en/science-development/focus-areas/neuromorphic-computing/
https://www.accenture.com/us-en/blogs/technology-innovation/kass-driving-intelligence-at-the-edge-with-neuromorphic-computing
https://www.techtarget.com/searchenterpriseai/definition/neuromorphic-computing
https://www.globenewswire.com/en/news-release/2023/03/02/2619725/0/en/Neuromorphic-Chip-Market-Growth-Trends-Covid-19-Impact-And-Forecasts-2022-2027.html
https://www.techtarget.com/searchenterpriseai/definition/neuromorphic-computing
https://www.techtarget.com/searchenterpriseai/definition/neuromorphic-computing
https://www.nature.com/articles/s43588-021-00184-y
https://www.techtarget.com/searchenterpriseai/definition/neuromorphic-computing
https://www.sciencedaily.com/releases/2022/05/220524100612.htm
https://techxplore.com/news/2022-06-neuromorphic-architecture-deep-neural-networks.html
https://www.hpe.com/us/en/insights/articles/whats-this-neuromorphic-computing-youre-talking-about-2105.html
https://www.intel.com/content/www/us/en/research/neuromorphic-computing-loihi-2-technology-brief.html
https://www.techtarget.com/searchenterpriseai/definition/neuromorphic-computing
https://www.nature.com/articles/s43588-021-00184-y
https://www.nature.com/articles/s43588-021-00184-y
https://www.nature.com/articles/s43588-021-00184-y
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Figure 3: Dr. Oren Etzioni, Founder of Allen Institute for AI. Source: BrainyQuote 

exciting for researchers and industry experts because it provides a plausible foundation 
for the path to reach AGI. AGI refers to an AI computer that understands and learns like a 
human; with the ability to reason, make judgments in uncertain conditions, and plan and 
display common-sense knowledge.H AGI could develop a synthetic brain with the same 
cognitive abilities as a biological brain by mimicking the human brain and nervous 
system. Such a brain could shed light on cognition and bring answers to awareness.H  
One such use case is the Human Brain Project, which uses AGI and neuromorphic 
supercomputers to perform neurobiological functions in an attempt to produce 
consciousness.H H Though machines have not, and may never, reach a human level of 
intelligence, neuromorphic computing offers the potential for progress toward that end; 
which is one of the definitive goals for engineers in this field of technology.H 
 
The benefits and potential uses of neuromorphic computing are not limited to the 
commercial sector but could extend to the defense industrial base as well. In concert with 
AI and machine learning, this type of computing advancement can work on defense 
systems to provide faster analytical results and inform wartime decision-making; and the 
energy efficiency makes it ideal for field environments.H According to Mike Davies, 
Director of Intel’s Neuromorphic Computing Lab, although the technology will not be 
commercially available for the next ten years (at least from Intel), the fields of aerospace 
and robotics are among the best use cases.H 
 
The geostrategic environment is evolving almost as quickly as versions of AI. The war in 
Ukraine has evolved from tank warfare to the first full-scale drone war of our time.M The 
public use of 
such lethal 
autonomous 
weapons 
systems 
(LAWS) has 
brought the 
topic back to 
the  center 
of debates as 
advocates, 
on both 
sides, seek 
to find an agreement for every-thing in the spectrum from controlled-use to a full ban.H 
Those supporting a ban list bias, rigidness, lack of ability to exert judgment, or make 
conscious decisions as reasons that LAWS should not be used;H some of the exact 
characteristics that neuromorphic computing is designed to address. When developed to 

https://www.google.com/imgres?imgurl=https%3A%2F%2Fwww.brainyquote.com%2Fphotos_tr%2Fen%2Fo%2Forenetzioni%2F931691%2Forenetzioni1-2x.jpg&tbnid=TWf5dtyCkPT5ZM&vet=12ahUKEwiSwvuho83-AhWrM1kFHedoDKcQMygAegQIARAr..i&imgrefurl=https%3A%2F%2Fwww.brainyquote.com%2Fquotes%2Foren_etzioni_931691&docid=45XNJ4FYvxAR-M&w=1200&h=630&q=AI%20is%20a%20tool.%20%20The%20choice%20about%20how%20it%20gets%20deployed%20is%20ours%20%20oren%20Etzioni%2C%20Founder%20of%20Allen%20institute%20for%20AI%20quote%20image&ved=2ahUKEwiSwvuho83-AhWrM1kFHedoDKcQMygAegQIARAr
https://www.techtarget.com/searchenterpriseai/definition/neuromorphic-computing
https://www.techtarget.com/searchenterpriseai/definition/neuromorphic-computing
https://www.techtarget.com/searchenterpriseai/definition/neuromorphic-computing
https://www.humanbrainproject.eu/en/science-development/focus-areas/consciousness-and-cognition/
https://www.techtarget.com/searchenterpriseai/definition/neuromorphic-computing
https://www.grandviewresearch.com/industry-analysis/neuromorphic-computing-market
https://www.youtube.com/watch?v=aIESmwxuJbE&t=1s
https://www.washingtonpost.com/world/2022/12/02/drones-russia-ukraine-air-war/
https://nanobrainimplant.com/2022/06/12/cognitive-lethal-autonomous-weapons-systems-claws-potentially-used-up-on-that-civilian-world-population/
https://nanobrainimplant.com/2022/06/12/cognitive-lethal-autonomous-weapons-systems-claws-potentially-used-up-on-that-civilian-world-population/
https://www.google.com/imgres?imgurl=https%3A%2F%2Fwww.brainyquote.com%2Fphotos_tr%2Fen%2Fo%2Forenetzioni%2F931691%2Forenetzioni1-2x.jpg&tbnid=TWf5dtyCkPT5ZM&vet=12ahUKEwiSwvuho83-AhWrM1kFHedoDKcQMygAegQIARAr..i&imgrefurl=https%3A%2F%2Fwww.brainyquote.com%2Fquotes%2Foren_etzioni_931691&docid=45XNJ4FYvxAR-M&w=1200&h=630&q=AI%20is%20a%20tool.%20%20The%20choice%20about%20how%20it%20gets%20deployed%20is%20ours%20%20oren%20Etzioni%2C%20Founder%20of%20Allen%20institute%20for%20AI%20quote%20image&ved=2ahUKEwiSwvuho83-AhWrM1kFHedoDKcQMygAegQIARAr
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its full capability, neuromorphic computing, and AGI may allow LAWS to function in a 
manner that is more comparable to that of a human combatant.H Incorporating brain-like 
capabilities into technology such as LAWS will provide the cognitive capability to 
support dynamic learning in the context of complex and unstructured data. In turn, these 
cognitive LAWS (CLAWS) might incorporate more human-like discretion while making 
targeting decisions.H The future development, scale, and commercial availability of 
neuromorphic is unknown; but it is likely that this technology will eventually be 
incorporated into specialized products, including weapons of future combat.H 
 
Despite the seemingly endless possibilities for neuromorphic computing, there are still 
obstacles and causes for concern. Neuromorphic computing software concepts are not 
equally aligned with hardware technology; thus the research still relies on standard, deep 
learning software and algorithms developed for existing, less advanced hardware.H This 
dependence can significantly reduce the performance advantages of utilizing a 
neuromorphic computer, to the point where accounting for communication and host 
machine expenses removes the advantages of using a neuromorphic computer to 
implement an algorithim.H Researchers, engineers and industry experts will to develop 
methods to optimize their use in order to get past this challenge.H 

 

In addition to system specific hurdles, a larger obstacle for neuromorphic computing is 
the ethical dilemma. In his ten-year documentary project, Noah Hutton, a policy expert at 
Scientific American, interviewed a multitude of neuroscientists, some of whom 
highlighted potential ethical concerns about the concept of a brain-inspired computer.M 
The human body, including neurons and synapses, run on a motor of unpredictable 
“mistakes” (known as mutations), that generate variability. These variabilities do not 
always have “fixes” and the human body learns to adjust and overcome such 
imperfections. In computers, on the other hand, structural mistakes, known as “bugs,” are 
quickly fixed to make way for the perfect code for the task at hand.M Hutton argues that “ 
if we can never know the right kind of variability, it seems that what we’re really talking 
about (in efforts to simulate biological structures on computers) is a digital system that 
does exactly what its creators want it to do.”M This concept brings the long-standing 
argument about ethical accountability into the conversation; an issue that has not been 
solved and is cause for concern at the programmer and user end. (see HITL Report) 
Hutton concludes that simulations of neural activity will be less an objective 
reconstruction of “the human brain,” but will ultimately hold a mirror up to the biases of 
their creators.M 

 
Neuromorphic computing is still considered an emerging field whose systems are 
currently only available to researchers and industry experts.H It has the potential to 
significantly enhance AI capabilities over the next decade by creating more efficient and 

https://nanobrainimplant.com/2022/06/12/cognitive-lethal-autonomous-weapons-systems-claws-potentially-used-up-on-that-civilian-world-population/
https://nanobrainimplant.com/2022/06/12/cognitive-lethal-autonomous-weapons-systems-claws-potentially-used-up-on-that-civilian-world-population/
https://nanobrainimplant.com/2022/06/12/cognitive-lethal-autonomous-weapons-systems-claws-potentially-used-up-on-that-civilian-world-population/
https://www.techtarget.com/searchenterpriseai/definition/neuromorphic-computing
https://www.nature.com/articles/s43588-021-00184-y#Fig1
https://www.nature.com/articles/s43588-021-00184-y#Fig1
https://www.scientificamerican.com/article/the-fading-dream-of-the-computer-brain
https://www.scientificamerican.com/article/the-fading-dream-of-the-computer-brain
https://www.scientificamerican.com/article/the-fading-dream-of-the-computer-brain
https://www.scientificamerican.com/article/the-fading-dream-of-the-computer-brain
https://www.techtarget.com/searchenterpriseai/definition/neuromorphic-computing
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intelligent computing solutions and the technology is expected to transform a wide range 
of scientific and non-scientific applications and drive rapid growth in the neuromorphic 
computing market.H 
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were reliable and a 
preponderance of them corroborated one another. There was adequate time, but the 
analyst worked alone and did not use a structured method. Furthermore, given the lengthy 
period of the estimate, this report is sensitive to change due to new information, research, 
and innovations in the respective field. 
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Top Machine Learning Algorithms Likely To Provide Baseline 
Future Military Artificial Intelligence Applications  
 
Executive Summary 
The top 10 types of machine learning (ML) algorithms listed below that exist in labs 
today are likely (56-70%) to become the baselines for the majority of future military 
capability over the next 10-15 years: Linear regression, Logistic regression, Decision 
tree, Naive Bayes, Artificial Neural Networks, K-means clustering, Anomaly Detection, 
Gaussian Mixture Model, Principal Component Analysis, k-nearest neighbors (KNN), 
Support Vector Machine (SVM). These complex logic advancements will become a 
commercial baseline for low or no-code application development tools. Development 
teams will then be able to build out domain specific artificial intelligence (AI) solutions 
for any organization including military. Government contracting companies will take 
note of these commercially available sources and figure out how to leverage AI solutions 
to solve military capability gaps. Contracting companies will then invest heavily in 
educating AI development teams and build prototypes as proofs of concept. Despite the 
thousands of different algorithms available in labs today and more being created daily, 
there are 10 that are most relevant to the military that can be used individually or together 
to fulfil the majority of military applications.  
 
Discussion 
There are several top tier 
technology companies and 
top tier university labs that 
are developing AI 
Algorithms to solve a 
myriad of thinking models. 
Both MircrosoftH and 
GoogleH have developed and 
tested numerous AI 
Algorithms in their labs that 
are ready for incorporation 
as embedded technologies. 
Combined and reused open-
source software is an 
example of how AI 
algorithms will be shared in 
AI solution sets. Whether AI 
algorithms are used in 
isolation or networked together, open-source algorithmsM will set the baseline for AI 

Figure 1: This picture describes the many commercial applications of AI. 
Source: AI Multiple 

https://www.microsoft.com/en-us/ai/ai-lab-projects
https://www.deepmind.com/
https://www.spiceworks.com/tech/innovation/articles/top-open-source-artificial-intelligence-software/
https://research.aimultiple.com/ai-usecases
https://research.aimultiple.com/ai-usecases/
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solutions. Figure 1 displays a vast array of categories for different commercial 
applications all that are developed by one or a combination of the top eleven algorithms. 
Similar to the wide array of categories in this commercial list, the categories for military 
relevant AI applications listed below are across all disciplines but can also be covered by 
the top 11 list of algorithms.  

• Autonomous Weapons 
• Education  
• Robotics  
• Digital Assistants  
• Logistics Apps WFF 
• BCI App 
• Transport  
• Medical WFF 
• Human Augmentation 
• Intel - Target Recognition /Threat Monitoring 

 
With semi-autonomous drones already seeing battle in the Russian-Ukrainian conflict, 
the race to get fully automated and AI capability to the field will intensify. China has 
already publicly stated that the new environment will include “intelligent warfare”M 
which insinuates future use of both autonomous and intelligent weaponry. To maintain 
the US competitive edge in the great power competition with China, some government 
contract companies like Lockheed Martin and Boeing have already been awarded AI 
development contracts.H H Boeing is currently building embedded AI algorithms in 
autonomous and semi-autonomous vehicles (including drones)H, subs and spacecraft.H 
Similar to commercial and government off-the-shelf (COTS & GOTS) software solutions 
of the past, filling government needs with pre-developed AI solutions is highly likely to 
be the wave of the future. There is already contracts to accelerate AI/ML government 
programs that demonstrate AI/ML algorithm integration opportunities.M Despite the 
positive lab results of 1000s of other commercially available AI algorithms, the military 
use of these commercially available AI will require education, capability gaps and 
application integration to all come together to recognize and realize the opportunity. The 
speed at which AI/ML applications are required and the unique capability gaps that will 
be identified and filled, reduce the likelihood for ongoing research and development of 
new algorithms. These top 10 as displayed in Figure 2 are the foundation for AI/ML and 
proven to be able to derive most other algorithms from combining these concepts 
together.M 

https://www.cna.org/reports/2021/10/the-pla-and-intelligent-warfare-preliminary-analysis
https://www.militaryaerospace.com/trusted-computing/article/16719269/lockheed-martin-wins-134-million-deal-for-counteradaptiveew-artificial-intelligence
https://breakingdefense.com/2023/03/shield-ai-boeing-ink-agreement-to-push-ai-autonomous-development/
https://www.pbs.org/newshour/world/drone-advances-amid-war-in-ukraine-could-bring-fighting-robots-to-front-lines
https://emerj.com/ai-sector-overviews/boeings-ai-applications-for-the-military-autonomous-jets-subs-and-spacecraft/
https://www.thedefensepost.com/2022/10/03/us-dod-ai-machine-learning/
https://www.simplilearn.com/10-algorithms-machine-learning-engineers-need-to-know-article
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Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources are reliable and provided 
wide perspective of use cases with validated test results for AI Algorithms currently in 
labs. This proves that there was adequate time and multiple labs worked used similar 
structured methods to code and prove results. However, the logical extrapolation of the 
commercial results to estimate the military results was based on subject matter expert 
opinion in the military software development processes. Furthermore, given the lengthy 
timeframe of this estimate and ever-changing military requirements, this report is 
sensitive to change due to new information. 
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Figure 2: This picture describes the many commercial applications of AI. Source: Data Flair 
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Battery Power Highly Likely To Make Continued Improvements 
Between Now And 2040 Further Supporting Artificial Intelligence 
Advancements, But Limited By Range And Sustainment 
Infrastructure 
 
Executive Summary 
Due to recent advancements in battery technology concentrating on materials, 
manufacturing, and storage, battery technologies are highly likely (71-85%) to continue 
to improve between now and the year 2040 but limited in practical use and application by 
range and the associated infrastructure necessary to re-charge and sustain operation. 
Criticisms of battery technology include its cost, range and sustainment, environmental 
impact, unethical sourcing of raw materials, and their limited capacity to store energy. 
Despite these concerns, these issues are all being addressed in kind, mitigations are in 
place, and the technology is continuously improving and becoming a cost-effective 
option.  
 
Discussion 
Battery technology is a rapidly advancing field that has come a long way in the past few 
decades. According to a joint study published by the European Patent Office (EPO) and 
the International Energy Agency, between 2005 and 2018, patenting activity in batteries 
and other electricity storage technologies grew at an average annual rate of 14% 
worldwide, which is four times faster than the average of all other technology fields.H 
The development of battery technology is essential for the advancement of AI. Without 
reliable and efficient power sources, AI systems cannot function properly. Therefore, 
battery technology has become a major focus of research and development in the field. 
Improved battery technology will support a wide range of applications, from autonomous 
vehicles to intelligent robots. In the next 20 years, battery technology will continue to 
improve, and costs will continue 
to drop gradually, with advances 
in the following areas: 
materials, manufacturing 
processes, and energy storage 
capacity.H 
 
Materials: Lithium-ion (LI) is 
the leading battery storage 
technology and remains the 
most viable option, though 
alternatives are growing.H 
Researchers are exploring new 

Figure 1: Cell manufacturing capacities. Source: Lithium-Ion 
Battery Mega Factory Assessment 

https://energypost.eu/battery-innovation-must-drive-the-50-fold-increase-in-storage-capacity-needed-by-2040/
https://www.forbes.com/sites/arielcohen/2018/11/21/charging-up-battery-storage-investments-to-reach-620-billion-by-2040/
https://www.technologyreview.com/2018/09/12/2093/why-lithium-ion-may-rule-storage-technology-for-a-long-time-to-come/
https://www.energy.gov/sites/default/files/2021-06/FCAB%20National%20Blueprint%20Lithium%20Batteries%200621_0.pdf
https://www.energy.gov/sites/default/files/2021-06/FCAB%20National%20Blueprint%20Lithium%20Batteries%200621_0.pdf
https://www.energy.gov/sites/default/files/2021-06/FCAB%20National%20Blueprint%20Lithium%20Batteries%200621_0.pdf
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materials such as graphite, silicon, and lithium-sulfur, which could potentially increase 
the energy density of batteries and reduce their costs.H Additionally, new materials could 
enable the development of safer, more efficient, and longer-lasting batteries.  
 
Cobalt is the most expensive of the elements required to make batteries. Most of it is 
sourced from mines in the Democratic Republic of the Congo, where unsafe working 
conditions and child labor are serious problems.H As a result, the industry has been trying 
to reduce cobalt usage. Scientists at Tesla have developed two new chemistries that 
appear to be cobalt-free and utilize a “high-nickel” cathode chemistry, which relies on 
“novel coatings and dopants” to replace the stabilizing presence of cobalt. Still, they have 
yet to be proven or mass-produced.H 
 
Manufacturing Processes: Advances in manufacturing processes are also leading to 
improvements in battery technology.H For example, 3D printing used to create custom-
shaped batteries with complex internal structures, allows for more efficient energy 
storage. New manufacturing techniques are highly likely to enable the mass production of 
batteries with higher energy densities and lower costs. Additionally, scientific and 
technological advances in the development of materials paired with new designs and 
advances in manufacturing, such as solid-state batteries, are being developed to increase 
energy density, reduce the size, and extend the life and range of batteries.H  
 
Energy Storage Capacity: Battery technology is highly likely to continue improving 
with energy storage capacity advances focused both on utility-scale storage (long-
duration) and aggregated technological and transportation (short-duration) applications.H 
LI batteries are a crucial driver of increasing demands for battery storage for short-
duration energy storage applications. For emphasis, gains in the amount of energy LI 
batteries can store have been on the order of five percent per year. That means that the 
capacity of current batteries is over 1.5 times what they would have held a decade ago.H 
Researchers are also exploring new chemistries and architectures that could increase the 
energy density of batteries even further and allow for long-duration energy storage, 
which will aide in power distribution and utility service applications.H Long duration 
energy storage has less of an impact on the development of AI applications directly, but 
the advances are likely to reduce carbon footprints worldwide and affect how power is 

https://arstechnica.com/science/2021/05/eternally-five-years-away-no-batteries-are-improving-under-your-nose/
https://www.cbsnews.com/news/cobalt-children-mining-democratic-republic-congo-cbs-news-investigation/
https://arstechnica.com/cars/2020/09/heres-what-tesla-will-put-in-its-new-batteries/
https://www.saftbatteries.com/media-resources/our-stories/three-battery-technologies-could-power-future
https://arstechnica.com/science/2021/05/eternally-five-years-away-no-batteries-are-improving-under-your-nose/
https://www.utilitydive.com/news/bnef-raises-forecast-for-global-battery-deployment-to-12t-by-2040/541541/
https://arstechnica.com/science/2021/05/eternally-five-years-away-no-batteries-are-improving-under-your-nose/
https://www.smart-energy.com/industry-sectors/storage/long-duration-energy-storage-1-5-2-5tw-by-2040/
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distributed and generated at 
scale which will affect how 
power is sourced for AI 
applications.H Further, 
improved short-duration 
storage capacity represents 
extended battery life which 
has significantly extended 
range and time of use while 
charging methods such as 
wireless charging, infrared 
charging, super-fast 
charging, and advanced 
photovoltaics have been 

developed to make charging faster and more convenient when it is necessary.H H H 
 
Limitations: Battery technology is limited, primarily by range and efficiency, requiring 
recharging or changing the cell to sustain use. Current battery recharging capability faces 
several significant challenges, including the lack of charging infrastructure to support 
high power consumption, a limited network of charging stations, and dissatisfaction with 
the charging experience.H H Regarding Electric Vehicles (EV), the current infrastructure 
is not capable of sustaining the large numbers of EV’s projected in the near future.H Even 
with projected improvements in EV charging and additional stations, the country needs 
twenty times the current capacity.H This example assumes a reliable power grid is 
available with standing infrastructure capable of sustaining predictable use. In austere 
environments, where power generation and sustainment are also a challenge, the 
likelihood of sustained battery use is unlikely (31-45%) by 2040 unless range and 
recharging technologies improve exponentially.H  
 
Considering future technological development and implementation as costs lower and 
battery use continues to grow over the next two decades, risks associated with new 
materials and manufacturing processes in batteries are numerous and wide-ranging.H 

Therefore, the risks must be considered when planning for battery use in future 
applications. It is essential to consider the safety of the materials, the environmental 
impact, the ethical sourcing issues, and the processes used to produce batteries when 
justifying the ends so that mitigations can be taken, and pressure applied where 
acceptable standards fall short.H Considering the future of energy dependence and the 
associated applications of batteries therewithin, battery technology will continue to grow 
and be a substantial part of the energy equation for the long term.H H 
 

Figure 2: LDES Examples in connecting Energy Sources. Source: 
McKinsey & Company.  

https://www.mckinsey.com/capabilities/sustainability/our-insights/net-zero-power-long-duration-energy-storage-for-a-renewable-grid
https://time.com/6221619/fast-electric-vehicle-battery-charging-breakthrough/
https://www.nature.com/articles/ncomms9103
https://www.freethink.com/hard-tech/wireless-charging
https://www.mckinsey.com/industries/public-and-social-sector/our-insights/building-the-electric-vehicle-charging-infrastructure-america-needs
https://codibly.com/evse/the-main-challenges-that-ev-charging-networks-face-today/
https://codibly.com/evse/the-main-challenges-that-ev-charging-networks-face-today/
https://www.mckinsey.com/industries/public-and-social-sector/our-insights/building-the-electric-vehicle-charging-infrastructure-america-needs
http://www.tacticaldefensemedia.com/pdf/dod/PeP_Web.pdf
https://www.forbes.com/sites/forbestechcouncil/2021/07/27/considering-an-electric-car-review-the-risks-and-learn-how-to-stay-safe/?sh=c14fc4a55789
https://www.investmentmonitor.ai/comment/batteries-are-bad-for-the-environment/
https://www.nasdaq.com/articles/short-and-long-duration-energy-storage-essential-to-the-clean-energy-transition
https://energypost.eu/battery-innovation-must-drive-the-50-fold-increase-in-storage-capacity-needed-by-2040/
https://www.mckinsey.com/capabilities/sustainability/our-insights/net-zero-power-long-duration-energy-storage-for-a-renewable-grid
https://www.mckinsey.com/capabilities/sustainability/our-insights/net-zero-power-long-duration-energy-storage-for-a-renewable-grid
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Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were generally reliable 
and tended to rely on statistics and corroborate one another. There was adequate time, but 
the analyst worked alone and did not use a structured method. Furthermore, given the 
lengthy time frame of the estimate, this report is sensitive to change due to new 
information. 
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Autonomous Intelligent Cyber-Defense Agents Likely Deployed 
To Edge Devices Between 2035-2040, Enabling Cyber Resilience 
In Human-machine Teaming 
 
Executive Summary 
Autonomous intelligent cyber-defense agents (AICA) likely (56-70%) between 2035 and 
2040 due to rapid advancements in: machine learning (ML), edge artificial intelligence 
(AI), and neuromorphic computing. Despite the technical, operational, and ethical 
challenges of implementing AICA, the need to operate in degraded cyber and 
electromagnetic-spectrum environments and the increasing sophistication of cyberattacks 
will drive the development and deployment of AICA to edge devices – enabling cyber 
resilience6 in human-machine teaming.  
 
Discussion 
AI and ML are increasingly 
important in cyber security.H 
(see AI Development Report) 
According to a recent survey 
by the Capgemini Research 
Institute, 69% of senior 
executives believe that AI is 
necessary to respond to 
cyberattacks.M In an effort to 
protect their systems and data, 
organizations leverage the 
latest AI-based cyber defense 
tools, such as: firewalls, intrusion detection systems (IDS), and security information and 
event management (SIEM), in order to detect and remove malware based on known 
signatures and anomalies.H M Detecting cyberattacks involves endpoint detection and 
response (EDR) software installed on endpoint devices, which collect and report cyber-
relevant data to a central defensive system/center, that performs the appropriate analysis 
and response actions.H With AI and ML, cyber defense tools are significantly improving, 
but these systems learn slowly and are generally ineffective against unknown and 
adaptive threats.M 
 
The battlefield of 2030 through 2040 is highly likely (71-85%)  to experience 
unprecedented levels of cyber and electromagnetic (EM) degradation – preventing 
communication over the network to central security operation centers (SOCs) for cyber 

 
6 The ability to anticipate, withstand, recover from, and adapt to adverse conditions, stresses, 
attacks, or compromises on systems that use or are enabled by cyber resources. Source NIST 

Figure 1: Cyber trends. Source: SelectHub 

https://www.forbes.com/sites/forbestechcouncil/2023/03/15/why-artificial-intelligence-is-becoming-a-cybersecurity-imperative-and-how-to-implement-it/?sh=57df342e610d
https://www.computer.org/publications/tech-news/trends/the-use-of-artificial-intelligence-in-cybersecurity/
https://www.techtarget.com/searchsecurity/definition/intrusion-detection-system
https://www.cnbc.com/2022/09/13/ai-has-bigger-role-in-cybersecurity-but-hackers-may-benefit-the-most.html
https://www.ibm.com/topics/edr
https://www.computerweekly.com/opinion/Building-a-cyber-physical-immune-system
https://csrc.nist.gov/glossary/term/cyber_resiliency#:%7E:text=Definition(s)%3A,are%20enabled%20by%20cyber%20resources.
https://www.selecthub.com/endpoint-security/cyber-security-trends/
https://www.selecthub.com/endpoint-security/cyber-security-trends/
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defense.H Improvements in AI-powered malicious software trained to think, avoid 
detection, and adapt to changing environments, will make cyber defense more difficult.M  
Due to advancements in quantum computing, Public-key Cryptography (PKC) is also 
likely to be broken – jeopardizing secure communications, and exposing information on 
networks.H (see Quantum Computing Report) 
 
Additionally, the 
battlefield is highly 
likely to include 
billions of connected 
devices (see Figure 
2), such as: networks 
of sensors, wearables, 
robots, and manned 
and unmanned 
vehicles, controlled 
through advanced 
display and/or brain-
computer interfaces 
(BCI) – all communicating over 6G networks.M (see Human Interaction Report) (see BCI 
Report) (see 6G Report) This interconnected battlefield will significantly increase the 
cyber-physical attack surface and vulnerability to individuals and organizations.H The 
trend of the rising number of connected devices on the battlefield will generate more 
alerts and events,M M in turn, overwhelming central SOCs, and cyber defense tools’ 
capacity to defend networks and devices.H 
 
The rapid advancement in edge AI and neuromorphic computing will likely lead to 
significant improvements in processing efficiency, low-latency real-time operations, and 
the ability to perform sophisticated cognitive tasks at the edge with reduced energy 
consumption;H likely establishing capabilities on endpoints to support AICA. (see Edge 
AI Report) (see Neuromorphic Computing Report) Several research groups and 
organizations are actively working on development and standardizations of AICA for 
cyber resiliency, such as: the Defense Advanced Research Projects Agency (DARPA),H 
Army Research Lab (ARL),H and the North Atlantic Treaty Organization (NATO).H 
 
The DARPA is researching how to automate cyber defense through programs such as the 
Cyber Grand Challenge (CGC)H and the Cyber Agents for Security Testing and Learning 
Environments (CASTLE).H Concluded in 2016, the CGC program demonstrated the 
feasibility of autonomous offensive and defensive agents operating against each other, 

Figure 2: IoT meets the military battlefield. Source: IEEE 

https://ccdcoe.org/uploads/2020/12/Cyber-Threats-and-NATO-2030_Horizon-Scanning-and-Analysis.pdf
https://www.analyticsinsight.net/top-5-ai-powered-cybersecurity-threats-in-2023/#:%7E:text=AI%2Dpowered%20malware%3A%20Malware%20that,environments%2C%20makes%20defense%20more%20difficult.
https://www.rand.org/blog/articles/2020/04/quantum-computers-will-break-the-internet-but-only-if-we-let-them.html
https://resources.pcb.cadence.com/blog/2022-the-future-of-lot-military-applications
https://www.dni.gov/index.php/gt2040-home/gt2040-structural-forces/technology
https://www.computer.org/publications/tech-news/research/internet-of-military-battlefield-things-iomt-iobt
https://uvation.com/article/five-trends-shaping-the-internet-of-military-things-iomt
https://arxiv.org/ftp/arxiv/papers/2201/2201.11111.pdf
https://www.tcs.com/what-we-do/research/white-paper/neuromorphic-edge-computing-embedded-intelligence
https://www.darpa.mil/news-events/2022-10-24
https://apps.dtic.mil/sti/pdfs/AD1080471.pdf
https://ccdcoe.org/uploads/2018/11/Towards_NATO_AICA.pdf
https://www.darpa.mil/program/cyber-grand-challenge
https://www.darpa.mil/program/cyber-agents-for-security-testing-and-learning-environments
https://www.computer.org/publications/tech-news/research/internet-of-military-battlefield-things-iomt-iobt
https://www.computer.org/publications/tech-news/research/internet-of-military-battlefield-things-iomt-iobt
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with humans both on the loop and out of the loop.H The CASTLE program aims to train 
AICA to defend against Advanced Persistent Threats (APT).H 
 
Dr. Alexander Kott, 
ARL Chief scientist 
of U.S. Army 
Combat Capabilities 
Development 
Command (CCDC) 
and the Army’s 
senior research 
scientist for Cyber 
Resilience,H  chairs 
the NATO Science 
and Technology 
Organization’s 
research group on Intelligent Autonomous Agents for Cyber Defense and Resilience.H 
The organization’s goal is to accelerate the advancement of AICA by creating reference 
architecture (see Figure 3), and a technical roadmap.H Dr. Kott presents the concept of 
AICA working in “cohorts or swarm, capable, together, to detect cyber-attacks, develop 
the appropriate countermeasures, and run and adapt tactically their execution.”H 
According to Dr. Kott, AICA are necessary as humans are the weakest link in the cyber 
world, and human warfighters will not have the necessary skills or time to perform cyber 
defense locally.H  
 
Currently, ARL has functional, active defense system prototypes showing results on 
testbed networks.H These prototypes consist of defending against data exfiltration and 
targeting malicious network traffic.H The NATO Information Systems Technology-152 
Research and Technology Group suggests a robust, effective, intelligent agent is likely in 
eight to twelve years.H 
 
The development of AICA has its challenges; it will require advancements in AI towards 
Artificial General Intelligence (AGI) to operate intelligently in complex environments.H 
Additionally, there are also concerns in reference to unintended harm, including: 
functional, safety, security, ethical, or moral risks.H (see General AI Report) Despite 
these concerns, the need to operate in degraded cyber and electromagnetic-spectrum 
environments and the increasing sophistication of cyberattacks will drive the 
development and deployment of AICA to edge devices – enabling cyber resilience in 
human-machine teaming. 
 

Figure 3: AICA functional architecture. Source: DTIC 

https://link.springer.com/chapter/10.1007/978-3-319-91470-1_25
https://www.darpa.mil/news-events/2022-10-24
https://www.army.mil/article/238321/army_embraces_resilience_as_cybersecurity_strategy
https://www.jstor.org/stable/pdf/26554997.pdf?casa_token=0Cxe8tFBOY8AAAAA:o58K4A377ecLneEce8W2LDHT4hjzNt0SlgdmMIka7FPBzNCZ2vRDsngNIa4HJLEyr1yZxDcnR7tMPuGvNAu8-L5yHyJGm66a6yXcFWeHkTTlqrPz4O3A
https://www.jstor.org/stable/pdf/26554997.pdf?casa_token=0Cxe8tFBOY8AAAAA:o58K4A377ecLneEce8W2LDHT4hjzNt0SlgdmMIka7FPBzNCZ2vRDsngNIa4HJLEyr1yZxDcnR7tMPuGvNAu8-L5yHyJGm66a6yXcFWeHkTTlqrPz4O3A
https://ccdcoe.org/uploads/2018/11/Towards_NATO_AICA.pdf
https://www.youtube.com/watch?v=W9iYTO9vEbA
https://www.youtube.com/watch?v=W9iYTO9vEbA
https://www.youtube.com/watch?v=W9iYTO9vEbA
https://ccdcoe.org/uploads/2018/11/Towards_NATO_AICA.pdf
https://arxiv.org/pdf/1812.08014v1
https://arxiv.org/ftp/arxiv/papers/2201/2201.11148.pdf
https://apps.dtic.mil/sti/pdfs/AD1080471.pdf
https://apps.dtic.mil/sti/pdfs/AD1080471.pdf
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Analytic Confidence 
The analytic confidence for this estimate is moderate. Multiple artificial intelligence 
sources were used for research, consisting of ChatGPT, Perplexity, and Unrestricted 
Intelligence. Sources were generally reliable and tended to corroborate one another. 
There was adequate time, but the analyst worked alone and did not use a structured 
method. Furthermore, given the lengthy time frame of the estimate, this report is sensitive 
to change due to new information. 
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Commercially Available 6G Highly Likely By 2030 With 
Widespread Deployment Between 2030-2032, Connecting The 
Military Internet Of Things 
 
Executive Summary 
6G networks are highly likely (71-85%) to become commercially available by 2030, with 
widespread deployment between 2030 and 2032 due to the need for faster and lower-
latency communications networks. Despite being in the early stages of development 
without defined standards, the limitations of 5G networks and the need to stay ahead of 
near-peer competition will drive the development and adoption cycle of 6G, enabling 
machine-to-machine (M2M) communications and connecting the military Internet of 
Things (IoT). 
 
Discussion 
Even as the global deployment 
of 5G networks are still 
underway, leading research 
universities such as King’s 
College London, Beijing 
University, the University of 
Oulu, and the University of 
Texas,H as well as industry 
leaders such as Nokia, Vivo, 
Samsung, NTT Docomo,H 
Google, Apple, SK Telecom, 
and HuaweiH are working on 
the sixth generation of mobile connectivity.H 6G networks aim to connect the digital, 
physical, and virtual worlds through faster M2M communications and support for data-
intensive immersive technology.H  
 
5G networks provide significant improvements in capability over previous 
telecommunications networks, but they cannot meet the requirements of emergent data-
intensive applications, such as multi-sensory virtual and augmented reality (VAR), 
multiway virtual meetings with holographic projections, brain-computer interfaces, and 
autonomous robotics.H The latency, reliability, and data rate requirement of these future 
data-intensive immersive technologies are beyond the capacity of existing 5G systems 
and networks.H  
 

Figure 1: Merging of worlds brings new interface opportunities. 
Source: Qualcomm 6G Symposium 

https://ttconsultants.com/the-race-to-6g-top-universities-companies-pursuing-the-technology/
https://ttconsultants.com/the-race-to-6g-top-universities-companies-pursuing-the-technology/
https://ttconsultants.com/the-race-to-6g-top-universities-companies-pursuing-the-technology/
https://incompliancemag.com/article/the-6g-future-how-6g-will-transform-our-lives/
https://www.spiceworks.com/tech/networking/articles/what-is-6g/
https://core.ac.uk/download/pdf/334959474.pdf
https://core.ac.uk/download/pdf/334959474.pdf
https://www.5gamericas.org/wp-content/uploads/2020/12/Future-Networks-2020-InDesign-PDF.pdf
https://www.5gamericas.org/wp-content/uploads/2020/12/Future-Networks-2020-InDesign-PDF.pdf
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6G is projected to deliver 
significant boosts in capacity, 
latency, reliability, and 
efficiencyH through the use of 
the 95 gigahertz to 3 terahertz 
(THz) frequency range of the 
electromagnetic spectrum that 
is currently not in use by 
telecommunications.M The use 
of this frequency range is 
highly likely to increase 
network speeds from 5G 
speeds of 10Gbps to one terabit per second (Tbps) with 6G.H According to predictions 
from the University of Sydney, 6G could achieve speeds that are up to 100 times faster 
than 5G.M Additionally, the network latency is highly likely to drop from five 
milliseconds to just one millisecond; combined with improved network speed will enable 
almost instantaneous transmission of data.M 
 
On 4G, data processing occurred only on cloud networks, then advanced to both the 
cloud and edge devices in 5G.M 6G networks are highly likely to have integrated mobile 
edge computing technology, not an add-on like the current 5G,H providing benefits such 
as improved access to AI capabilities and support for sophisticated mobile devices and 
systems.H 6G is highly likely to connect networks of sensors, wearables, robots, manned 
and unmanned vehicles, and IoT devices that use cloud and edge computing,M reducing 
the bandwidth and time needed to transmit and process data,M connecting the military 
IoT.H Despite cybersecurity concerns with the increased number of devices processing 
and sharing data outside of data centers; improved data transmission speed, situational 
understanding, and decision-making will override these concerns.M  
 
6G is still in the pre-standardization phase without agreement on standards.H To 
complicate this matter, a multitude of international organizations and standards bodies 
worldwide, such as the 3rd Generation Partnership Project (3GPP), the Institute of 
Electrical and Electronics Engineers (IEEE), the International Telecommunication Union 
(ITU), the International Organization for Standardization (ISO), and individual country 
standard organizations, are involved in developing the standards.H Despite these 
challenges, initial work on 6G specifications is likely (56-70%) to start with 3GPP 
Release 20 in 2025, and be completed and ratified by 2028 with 3GPP Release 21.H  
 
The likely timeline of 6G varies slightly among sources, but following the 10-year 
development timelines of previous cellular technologies, most experts agree that 6G will 

Figure 2: 5G and 6G features comparison. Source: National Center 
for Biotechnology Information 

https://arxiv.org/abs/1901.03239
https://www.cnet.com/tech/mobile/fcc-opens-up-experimental-spectrum-licenses-for-6g/
https://incompliancemag.com/article/the-6g-future-how-6g-will-transform-our-lives/
https://mobile-magazine.com/articles/industry-predictions-for-6g
https://blog.viavisolutions.com/2022/08/03/5g-vs-6g-what-we-can-expect-from-6g-technology/
https://www.enterprisenetworkingplanet.com/news/going-beyond-5g-what-to-expect-from-a-6g-future/
https://incompliancemag.com/article/the-6g-future-how-6g-will-transform-our-lives/
https://www.spiceworks.com/tech/networking/articles/what-is-6g/
https://resources.pcb.cadence.com/blog/2022-the-future-of-lot-military-applications
https://www.enterprisenetworkingplanet.com/news/going-beyond-5g-what-to-expect-from-a-6g-future/
https://www.arl.army.mil/cras/iobt-cra/?doing_wp_cron=1678471667.1828150749206542968750
https://www.enterprisenetworkingplanet.com/news/going-beyond-5g-what-to-expect-from-a-6g-future/
https://www.3gpp.org/newsletter-issue-05-oct-2022
https://www.extremenetworks.com/extreme-networks-blog/getting-ready-for-6g/
https://www.zdnet.com/home-and-office/networking/what-is-the-state-of-6g-and-when-will-it-arrive-heres-what-to-look-out-for/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8914636/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8914636/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8914636/
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not be commercially available until the end of this decade.H Peter Vetter, President Nokia 
Bell Labs Core Research, expects the first 6G specification publication by 2028, and 6G 
to launch commercially by 2030.H Nick McKeown, senior vice president of the Network 
and Edge Group at Intel, stated he sees 6G “being rolled out in 2030.”M Whereas Howard 
Watson, the Chief Technology Officer of BT, thinks that 6G will be launched around the 
2032 Olympics, as most next generations of mobile networks are usually rolled out 
around the Olympics.M 
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were generally reliable 
and tended to corroborate one another. There was adequate time, but the analyst worked 
alone and did not use a structured method. Furthermore, given the lengthy time frame of 
the estimate, this report is sensitive to change due to new information. 
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Quantum Computing Likely Cracks Public Key Cryptography 
Between 2030-2035, Compromising Human-Machine 
Communication 
 
Executive Summary 
Substantial investment and technological advancement in quantum computing make it 
likely (56-70%) that public-key cryptography (PKC) will be broken between 2030 and 
2035. While there is increased research in quantum-resistant cryptography, it is likely the 
standardization and implementation could take a decade or more, and new key-cracking 
algorithms will be developed to break post-quantum cryptography (PQC), compromising 
human-machine communication through “steal-now, decrypt-later” attacks and 
compromise of digital communication. 
 
Discussion 
Creating quantum computers 
has become a priority for 
nations wishing to gain the 
next competitive advantage 
in the digital age. Recently, 
China announced $15.3 
billion in funding as part of 
its 14th five-year plan for 
quantum technology, double 
the investments by EU 
governments and eight times 
more than U.S. government 
investments.H  
 
Recent technological advances have enabled rapid scaling of both the physical number of 
qubits and the computational capabilities of quantum computers.M In 2019, Google 
claimed quantum primacy with its 53-qubit processor. In 2021, China produced two 
larger quantum computers with 56 and 66 qubits.M In November 2022, IBM announced 
the 433-qubit Osprey processor, more than tripling the 127 qubits processor it produced 
in 2021.H IBM’s quantum road map projects a 4,158-qubit processor by 2025, and the 
ability to scale to 100 thousand qubits in the future.H  
 
These advances pose a threat of using large-scale quantum computers to break essentially 
all public-key cryptography in use today.H Quantum computers can break PKC by 
solving complex mathematical problems, or break symmetric key cryptography by 
exhaustively searching for all possible secret keys.M According to a recent study 

Figure 1: MIT Quantum Computing Overview Course. Click on picture 
or go to: https://www.youtube.com/watch?v=aeDbYuJyXr8&t=7s to 
view video. Source: Learn-xpro.mit.edu 

https://www.forbes.com/sites/forbestechcouncil/2022/06/29/quantum-is-strategic-to-companies-and-countries-upside-and-downside-alike/?sh=7020741061d1
https://www.science.org/doi/10.1126/sciadv.abi6690
https://spectrum.ieee.org/quantum-computing-china
https://newsroom.ibm.com/2022-11-09-IBM-Unveils-400-Qubit-Plus-Quantum-Processor-and-Next-Generation-IBM-Quantum-System-Two
https://www.ibm.com/quantum/roadmap
https://csrc.nist.gov/Projects/post-quantum-cryptography
https://www.hsc.com/resources/blog/cryptography-challenges-posed-by-quantum-computers/
https://www.youtube.com/watch?v=aeDbYuJyXr8&t=7s
https://www.youtube.com/watch?v=aeDbYuJyXr8&t=7s
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conducted by RAND, professionals from private industry predicted that quantum 
computers with cryptological capabilities would become available in 2031, while 
academic experts foresaw this happening in 2035.H The National Security Memorandum 
on Promoting United States Leadership in Quantum Computing While Mitigating Risks 
to Vulnerable Cryptographic Systems expresses that to mitigate this risk, the U.S. must 
transition to quantum-resistant cryptography by 2035.H 
 
The National Institute of Standards and Technology (NIST) is in the process of selecting 
encryption algorithms to become part of its planned PQC standard. After six years of 
testing PQC solutions, NIST announced four PQC candidate algorithms for 
standardization and initiated a fourth round of testing to standardize an additional 
algorithm.H Shortly after the announcement, a team of scientists cracked one of the NIST-
approved PQC algorithms using a classical computer in just over an hour.M Jonathan 
Katz, professor in the department of computer science at the University of Maryland, said  
“Three of the four PQC schemes rely on relatively new assumptions whose exact 
difficulty is not well understood, so what the latest attack indicates is that we perhaps still 
need to be cautious/conservative with the standardization process going forward.”M 
NIST expects to develop the draft standard by 2024, with the expected implementations 
of new PQC algorithms requiring updates to protocols, schemes, and infrastructures.H A 
recent RAND report estimates implementation of PQC protocols to extend into the mid-
to-late 2030, and potentially much later.H 
 
The time between the emergence of quantum computing and the development of 
cryptography to match it creates a security risk of “steal-now, decrypt-later” attacks and 
compromise digital communication. “Steal-now, decrypt-later” attacks would occur when 
encrypted data is downloaded today with the intent of using quantum computers to 
decrypt that data in the future.H The impact of “steal-now, decrypt-later” attacks could 
devastate national security systems in cases where such information needs to be protected 
for many decades.H Digital communication compromise would occur if PKC was cracked 
before the implementation of PQC. By breaking current encryption, quantum computing 
would jeopardize secure communications and expose all information on the network.H 
 
Cryptography is a critical component of human-machine teaming, as it is essential for 
providing secure communication and data storage. Cryptography also ensures the 
trustworthiness of a machine's decisions and actions, as well as verifying the integrity of 
data. Human-machine team information exchange must be created on trusted networks 
that connect humans and machines within and between teams.H 
 
 
 

https://www.rand.org/pubs/research_reports/RR3102.html
https://www.whitehouse.gov/briefing-room/statements-releases/2022/05/04/national-security-memorandum-on-promoting-united-states-leadership-in-quantum-computing-while-mitigating-risks-to-vulnerable-cryptographic-systems/
https://csrc.nist.gov/News/2022/pqc-candidates-to-be-standardized-and-round-4
https://thequantuminsider.com/2022/08/05/nist-approved-post-quantum-safe-algorithm-cracked-in-an-hour-on-a-pc/
https://thequantuminsider.com/2022/08/05/nist-approved-post-quantum-safe-algorithm-cracked-in-an-hour-on-a-pc/
https://www.nist.gov/news-events/news/2021/04/challenges-adopting-post-quantum-cryptographic-algorithms-final-version
https://www.rand.org/content/dam/rand/pubs/research_reports/RR3100/RR3102/RAND_RR3102.pdf
https://crsreports.congress.gov/product/pdf/IN/IN11921
https://www.dni.gov/files/NCSC/documents/SafeguardingOurFuture/FINAL_NCSC_Emerging%20Technologies_Factsheet_10_22_2021.pdf
https://www.rand.org/blog/articles/2020/04/quantum-computers-will-break-the-internet-but-only-if-we-let-them.html
https://csbaonline.org/uploads/documents/Human_Machine_Teaming_FinalFormat.pdf
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Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were generally reliable 
and tended to corroborate one another. There was adequate time, but the analyst worked 
alone and did not use a structured method. Furthermore, given the lengthy time frame of 
the estimate, this report is sensitive to change due to new information. 
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Commercially Available, Fully Homomorphic Encryption Likely 
Within the Next 5 Years, Enables Quantum-Safe, Privacy-
Protected Machine Learning  
 
Executive Summary 
Fully homomorphic encryption (FHE) is likely (56-70%) to become commercially 
available within five years due to substantial investment and technological advancement. 
Despite usability and performance challenges, the dual commercial and government use 
and the limitations of current encryption solutions will drive the development and 
adoption cycle of FHE, enabling quantum-safe privacy-protected machine learning (ML). 
 
Discussion 
Cryptography ensures the confidentiality and integrity of data while concealing it from 
those not authorized to access the data.M It is possible to store and transmit data in an 
encrypted form, but the user must decrypt it before it is processed, which exposes it to 
attack. Recent advances in cryptology have enabled calculations on encrypted data 
through the use of homomorphic encryption (HE).H 

 

HE is comparable to other forms of public encryption as it utilizes a public key to encode 
information, and allows only the person possessing the corresponding private key to 
access the unsecured data.H What distinguishes it from other encryption techniques is that 
it exploits an algebraic system that permits a range of calculations on the encrypted data 
rather than unencrypted data – essentially keeping data protected at all times.M  
There are three categories of HE: partially homomorphic encryption (PHE), somewhat 
homomorphic encryption (SHE), and FHE. PHE ensures data security but restricts the 

Figure 1 Visual representation of how FHE protects data on untrusted networks. Source: Galois  

https://medium.com/@emilywilliams_43022/cryptography-101-data-integrity-and-authenticated-encryption-af273f30018e
https://pdfs.semanticscholar.org/eaaa/2fc64fd6480c70a723f037a3080462d343a0.pdf
https://www.forbes.com/sites/bernardmarr/2019/11/15/what-is-homomorphic-encryption-and-why-is-it-so-transformative/?sh=7210b7e27e93
https://venafi.com/blog/homomorphic-encryption-what-it-and-how-it-used/
https://galois.com/blog/2017/12/revolution-evolution-fully-homomorphic-encryption/
https://galois.com/blog/2017/12/revolution-evolution-fully-homomorphic-encryption/
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number of calculations on the data, which includes only adding or multiplying. SHE 
permits limited operations, but only for a set number of times. FHE allows data 
processing while it is still encrypted, preserving the data's privacy even throughout the 
analysis.H 
 
As a concept, HE is not new; PHE and SME systems have existed since the late 1970s,H 
and FHE was first proposed in 2009 by Dr. Craig Gentry, while studying as a graduate 
student at Stanford University.H Even though FHE has been discussed and researched in 
academic circles for over a decade, it is not widely integrated into production 
environments due to two main limitations.H  
 
The first challenge is related to accommodating multiple users. If an FHE system uses an 
internal database for calculations and multiple users want to ensure their data is safe from 
the provider, an option would be to create a separate database for each user with 
encryption under their public key. This would quickly become unfeasible if the database 
is extensive and there are numerous users.H The second challenge is improving the 
mathematics that directs the encryption. FHE utilizes broad and complicated formulas to 
maintain the safety of the information, causing a significant computational burden. This 
additional overhead significantly expands the time required to complete calculations, 
making FHE calculations of intricate functions unrealistic.M 
 
Despite these limitations, research, and development to scale FHE are highly active due 
to the dual commercial and government use, with over 150 million dollars in global 
investment in 2021 and expected growth of nine percent between 2022 and 2030.H Both 
private and government organizations, such as Microsoft, IBM, Google, Intel,H and the 
Defense Advanced Research Projects Agency (DARPA),H are interested in FHE due to 
increased computer attacks compromising infrastructure, exposing private or sensitive 
data.H Encrypting data with FHE is likely to ensure infrastructure breaches do not expose 
private or sensitive data; limiting financial and reputation risks.H Both organizations are 
also interested in private machine learning, where users or organizations could provide 
private or sensitive data to benefit from machine learning services, without showing their 
data. FHE solves this issue by allowing multiple parties to collaboratively train a single 
machine learning model without sharing any of their training data.M 

 
At the end of 2021, tech research firm Gartner estimated the time to market was between 
three to six years.H Researchers from organizations such as Microsoft, IBM, Google, 
Amazon Web Services, government organizations, and academia formed an open 
consortium to standardize HE and to advance secure computation.M With these 
investments and research, FHE has progressed quickly. In 2016, IBM introduced the 
initial version of its FHE library, which was a hundred trillion times slower than plaintext 

https://www.boozallen.com/content/dam/boozallen_site/sig/pdf/white-paper/the-future-of-encryption.pdf
https://research.aimultiple.com/homomorphic-encryption/
https://crypto.stanford.edu/craig/craig-thesis.pdf
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9024588/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9024588/
https://venafi.com/blog/homomorphic-encryption-what-it-and-how-it-used/
https://www.gminsights.com/industry-analysis/homomorphic-encryption-market#:%7E:text=The%20global%20market%20size%20of,2030%2C%20says%20this%20GMI%20report.
https://network-king.net/major-players-invest-in-homomorphic-encryption-initiatives/
https://executivebiz.com/2020/03/darpa-to-explore-fully-homomorphic-encryption-in-new-program/
https://network-king.net/major-players-invest-in-homomorphic-encryption-initiatives/
https://queue.acm.org/detail.cfm?id=3561800
https://towardsdatascience.com/homomorphic-encryption-intro-part-1-overview-and-use-cases-a601adcff06c
https://www.gartner.com/en/articles/5-impactful-technologies-from-the-gartner-emerging-technologies-and-trends-impact-radar-for-2022
https://research.aimultiple.com/homomorphic-encryption/
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operations. IBM worked to address this issue, and in 2018, created a version that was two 
million times faster than the original. It is still a million times slower than plaintext 
operations on average, meaning a job that would take a second with plaintexts would take 
11.5 days with the 2018 version of IBM's FHE library.M This decrease in speed is not 
practical for commercial or government organizations interested in homomorphic 
encryption; nevertheless, a boost of around 100 million times in two years is remarkable 
and shows the rapid advancement in FHE.M 
 
In January 2023, the Defense Advanced Research Projects Agency (DARPA) awarded 
Duality Technologies a multi-million dollar contract for a Phase II Data Protection in 
Virtual Environments (DPRIVE) program to accelerate privacy-protected ML. In Phase I 
of the program, Duality Technologies designed an integrated circuit that accelerated FHE 
computations on encrypted data.M The DPRIVE program will enable strong privacy 
protections at the tactical edge through the development and deployment of hardware 
accelerators to edge computing devices where power and time are a premium.H 
 
As quantum computing technologies advance, FHE is likely to become more important as 
the math behind FHE is based on lattice technologyH, which is likely to be resistant to 
quantum computing code-cracking.H FHE will enable the Department of Defense (DoD) 
to share and permission data across untrusted networks and trust zones using post-
quantum security, enabling privacy-protected ML. 
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were generally reliable 
and tended to corroborate one another. There was adequate time, but the analyst worked 
alone and did not use a structured method. Furthermore, given the lengthy time frame of 
the estimate, this report is sensitive to change due to new information. 
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Soft Skills Highly Likely Essential for Effective Human-Machine 
Teaming Through 2040 
 
Executive Summary 
As human-machine teaming (HMT) becomes more common in our society, it is highly 
likely (71-85%) the skills needed to interact with and manage artificial intelligence (AI) 
effectively will shift from computer science and coding toward softer skills based on 
leadership, communication, and creativity. Generative AI can create art, build models, 
and write articles, but there are nuances that AI has yet to achieve. Examples of nuanced 
development include understanding the target audience, the operational environment, and 
a product or service’s overall end state or task. Despite industry trends, critics argue that 
the need for creative communicators will subside as AI becomes more capable.  
 
Discussion 
As HMT becomes 
essential to the 
workplace, required 
skills for the human 
workforce are beginning 
to come to light. 
Industry leaders are 
betting on soft skills 
such as communication 
and emotional 
intelligence, as well as 
critical and ethical 
thinking.H Harvard 
Business Review 
described vital roles for 
humans working with AI 
in three categories, “train 
machines to perform 
certain tasks; explain the 
outcomes of those tasks, 
especially when the 
results are counterintuitive or controversial; and sustain the responsible use of 
machines.”H 

 
Bidirectional communication is essential to HMT. True bidirectional communication 
enables trust and enhances the team’s productivity.M This communication will be 

Figure 1: ChatGPT response to the prompt: What skills will humans need to 
enable human-machine teaming?  Source: ChatGPT 

https://intelligence.weforum.org/topics/a1Gb0000000pTDREA2/key-issues/a1Gb00000017LD8EAM?utm_source=Weforum&utm_medium=Topic+page+TheBigPicture&utm_campaign=Weforum_Topicpage_UTMs
https://hbr.org/2018/07/collaborative-intelligence-humans-and-ai-are-joining-forces
https://www.frontiersin.org/articles/10.3389/fpsyg.2021.590290/full
https://chat.openai.com/
https://chat.openai.com/
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facilitated by skilled prompt engineers who can maximize the efficiency of the AI’s user 
interface.M Future leaders will be those who can interface with human and machine 
teammates; this is an emerging field called the human-machine team manager.M  
 
Creative thinkers can use AI in ways that their creators never envisioned. For example, 
Michelle Huang recreated a younger version of herself by loading twelve years of daily 
journals into Generative Pre-trained Transformer (ChatGPT), training the AI to respond 
like her younger self.M Some see potential in this type of AI as a therapy tool.M If 
analysts can train AI to think like specific people, this technology will likely be used to 
develop convincing deceptive fakes by 2035. During this timeframe, AI will also likely 
enable analysts to gain insights into the actions and reasoning of their targets. In this 
example, AI will enhance the skills required to manipulate a target or audience.M AI 
developers are even working on AI that can generate videos.M It is likely that this 
technology will be used to deceive a target audience when paired together. On the other 
side of this development, chances are less that researchers will be able to recreate an 
effective leader or strategist capable of assisting with friendly planning by 2035. The 
skills required for such an undertaking lean heavily toward creative thinking, data 
analysis, and emotional intelligence. 
 
People with no formal training or experience in coding can have a formidable impact 
using AI. People skilled in creative and analytic thinking can leverage AI to write and 
modify code at an incredible rate, with little cost or computer science training. Recently, 
Cybersecurity researchers with CyberArk were able to create malware using ChatGPT.H 
Creating code by engineering the correct prompt for the AI will make coding incredibly 
easy and dangerous.   
 
When paired with a responsible, creative user familiar with the field of work to 
accomplish its tasks, AI is less likely to make mistakes.M From a military perspective, 
this is comparable to an intelligence professional using an AI to assist with analysis, only 
to blindly accept the AI’s recommendations without applying trained scrutiny to the AI’s 
work. The U.S. intelligence community is already considering using AI to increase the 
speed and accuracy of reporting, but not to replace human analysts.M Leaders throughout 
all walks of society are looking to AI to increase productivity. Many lean on it for 
mundane tasks, such as assisting with composing emails and speeches or just doing quick 
research.M Critics are quick to point out the apparent drawbacks of AI, such as the lack of 
empathy, embedded bias, privacy concerns, and blatant mistakes.M A good case study is 
CNET. The publication used AI to generate articles, many of which contained incorrect 
and misleading information and, in one case, false investment information, potentially 
leading readers to make uninformed choices with their money.M CNET did claim that 
humans fact-checked the AI, so even with a human in the loop, mistakes will still happen. 

https://medium.com/predict/the-future-of-prompt-engineering-82d426430fb6
https://www.ibm.com/blogs/think/uk-en/future-leader-human-machine-team-manager/
https://www.cnet.com/science/she-brought-her-younger-self-back-to-life-as-an-ai-chatbot-to-talk-to-her-inner-child/
https://www.nytimes.com/2021/06/01/health/artificial-intelligence-therapy-woebot.html
https://www.psychologytoday.com/us/blog/freedom-of-mind/202304/how-ai-can-be-used-to-manipulate-people
https://www.theverge.com/23560328/openai-gpt-4-rumor-release-date-sam-altman-interview
https://www.infosecurity-magazine.com/news/chatgpt-creates-polymorphic-malware/
https://defensescoop.com/2023/01/06/iarpa-to-develop-novel-ai-that-automatically-generates-tips-to-improve-intel-reports/
https://defensescoop.com/2023/01/06/iarpa-to-develop-novel-ai-that-automatically-generates-tips-to-improve-intel-reports/
https://www.cnn.com/2023/01/19/tech/chatgpt-future-davos/index.html
https://research.aimultiple.com/generative-ai-healthcare/
https://gizmodo.com/cnet-ai-chatgpt-news-robot-1849996151
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Despite the current trend showing a growing requirement for these soft skills discussed 
above, some argue that as the capability of AI models grows, the requirement for these 
skills will become obsolete.M 

  
While the examples provided are contemporary, the future of HMT will rely on soft 
human skills to realize the full potential of AI. While it is likely that future AIs will 
improve their own codeM, the human factors of creativity and ethical behavior will likely 
endure.  
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. While sources were generally 
reliable and tended to corroborate one another, many are based on opinions backed by 
anecdotal evidence rather than evidence-based study. There was adequate time, but the 
analyst worked alone and did not use a structured method. Furthermore, given the lengthy 
time frame of the estimate, this report is sensitive to change due to new information. 
 

Author: Dennis J. Weaver 
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Prompt Engineering Skills Likely Essential To Human-Machine 
Teaming Through 2040 
 
Executive Summary 
It is likely (56-70%) that human-machine teaming (HMT) related to large language 
model (LLM) artificial intelligence (AI) will rely on skilled prompt engineers through 
2040. Prompt engineers enable the optimal use of AIs. The nuanced understanding of 
how to construct the prompt or question to achieve the desired end state, receive a 
detailed answer or create the right work in the required form and style will drive demand 
for experts in this field. Despite some arguments that the need for prompt engineers will 
fade as AI develops, most industry insiders believe that regarding LLM-based generative 
AI, prompt engineering will remain an essential skill.  
 
Discussion 
Prompt engineering enables communication with AI by presenting the system with 
detailed prompts to produce the desired results in an acceptable format (see Figure 1).M It 
allows the user to interact with a sophisticated generative program without any expertise 
in code writing.M While communication skills are essential to being an effective prompt 
engineer, several models and techniques have emerged that are likely to shape this field. 

Examples include the “Five Pillars of Prompting”M, and the “Chain-of-Though 
Prompting” technique.H The “Five Pillars of Prompting” is a basic set of rules that 
prompt engineers can use to shape the focus of their questions. This includes providing 
examples for the AI, giving direction to the AI in the form of seed words, adjusting the 
parameters of the AI to limit the creativity or flexibility in its answer, establishing the 
format for the answer, and chaining multiple AI calls together.M Chain-of-Thought 
Prompting involves providing the AI a series of chaib-of-thought examples, so the AI 

Figure 1: An example of a prompt using task description, examples and output requirements. Source: 
Cohere 

https://www.linkedin.com/pulse/prompt-engineering-future-non-programming-languages-liat-ben-zur/?trk=pulse-article_more-articles_related-content-card
https://www.linkedin.com/pulse/prompt-engineering-future-non-programming-languages-liat-ben-zur/?trk=pulse-article_more-articles_related-content-card
https://www.saxifrage.xyz/post/prompt-engineering
https://openreview.net/pdf?id=_VjQlMeSB_J
https://www.saxifrage.xyz/post/prompt-engineering
https://docs.cohere.ai/docs/prompt-engineering
https://docs.cohere.ai/docs/prompt-engineering
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understands how to answer the question.H Prompt engineering can also be used to train 
the AI to understand human language and recognize subtleties that convey more profound 
meaning.M  These techniques train the AI for sentiment analysis, leading to improved 
analysis of available data (see Figure 2).M 

One exciting example of prompt engineering lies in software development. For those 
already familiar with coding, AI becomes a valuable tool if one knows how to craft a 
viable prompt. With this skill, developers can streamline the development process, 
creating code faster with fewer errors.M According to industry analysts, prompt 
engineering will likely become a fundamental skill for programmers.M Working with an 
AI through prompts can also help train inexperienced software developers. They can 
interact with the AI, gaining an understanding of the code as they work on fine-tuning 
their prompts.M   

 
The practical application goes beyond prompts for generative purposes. In decision 
support, prompt engineers will likely be responsible for establishing the parameters of the 
AI and how the AI will perceive and evaluate data.M In data analysis, prompt engineers 
can train the AI on sentiment analysis to further enable the AI to provide more relevant 
feedback.M Prompt engineers can also help reverse engineer malicious code to enable 
network defense.M 

 
As more people become aware of the power of prompt engineering, it will likely expand 
into society. Already you can find massive online communities dedicated to developing 
better, more valuable prompts.M Entrepreneurs have begun to monetize basic prompt 
development, as can be found on promptbase.com.H Educators are seeing the value of this 
as well. At the University of Pennsylvania, professors have integrated prompt 

Figure 2: An example of a prompt training AI for sentiment analysis. Source: Cohere 

https://openreview.net/pdf?id=_VjQlMeSB_J
https://docs.cohere.ai/docs/prompt-engineering
https://www.marktechpost.com/2023/01/30/shaping-the-future-of-artificial-intelligence-ai-the-significance-of-prompt-engineering-for-progress-and-innovation/
https://sciodev.com/blog/the-future-of-artificial-intelligence-in-software-development-bringing-the-best-of-both-worlds-today/
https://sciodev.com/blog/the-future-of-artificial-intelligence-in-software-development-bringing-the-best-of-both-worlds-today/
https://sciodev.com/blog/the-future-of-artificial-intelligence-in-software-development-bringing-the-best-of-both-worlds-today/
https://fox59.com/business/press-releases/ein-presswire/613843927/prompt-engineering-how-to-use-ai-to-get-incredible-results/
https://docs.cohere.ai/docs/prompt-engineering
https://www.sentinelone.com/labs/11-problems-chatgpt-can-solve-for-reverse-engineers-and-malware-analysts/
https://medium.com/@tristwolff/10-amazing-resources-for-prompt-engineering-chatgpt-and-gpt-3-ad84dd26bfc7
https://promptbase.com/
https://docs.cohere.ai/docs/prompt-engineering
https://docs.cohere.ai/docs/prompt-engineering
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engineering into some curricula, evaluating students on how well they can train an AI to 
build a specific essay.H 
 
Despite evidence presenting prompt engineering as an essential skill for HMT, several 
industry insiders argue that as AI models improve in their ability to understand language 
and intent, the need for prompt engineers will ebb.M Researchers are using techniques 
such as Reinforcement Learning from Human Feedback to increase the AI’s human 
language ability, which allows users to achieve results without detailed input.M It is also 
argued that subject matter expertise in the output is required to capture the nuance 
necessary to construct an effective prompt.M Still, examples of unskilled coders using AI 
to generate effective code are becoming more commonplace.M It has even been used by 
untrained users to develop malicious software.M  
 
With all the promise that comes with interaction with AI, prompt engineers must be 
aware of several factors and limitations associated with the systems. First, they must 
understand the data set that information is drawn from, as the AI inherently picks up any 
bias built into the data. Prompt engineers must be aware of and adjust their prompts to 
account for this.M  
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. The sources tended to corroborate 
each other, although they varied in credibility. The time was adequate, but the analyst did 
not use a structured technique and worked alone. Additionally, the analyst is not a subject 
matter expert. Finally, this report is subject to change due to the potential for new 
developments and the protracted period. 
 

Author:  COL Dennis Weaver 
dennis.weaver.mil@usarmywarcollege.edu 

 
 

 

https://www.theatlantic.com/technology/archive/2023/02/openai-text-models-google-search-engine-bard-chatbot-chatgpt-prompt-writing/672991/?ref=galaxy-brain
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https://the-decoder.com/openais-latest-gpt-3-model-generates-better-and-longer-texts/
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https://www.schneier.com/blog/archives/2023/01/chatgpt-written-malware.html
https://www.sciencefocus.com/future-technology/gpt-3/
https://venturebeat.com/ai/so-you-want-to-be-a-prompt-engineer-critical-careers-of-the-future/
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Bridging The Trust Gap is Highly Likely The Critical Factor To 
Advancements In Human-Machine Teaming Between Now and 
2030 
 
Executive Summary 
It is highly likely (71-85%) that establishing a solid foundation of trust will be a key 
enabling factor for advancements in human-machine teaming (HMT) between now and 
2030, due to the foundational role it plays in the successful development and interaction 
of teams across all organizations, as well as the necessity of trust with the public, private 
sector, and the international community. Despite the growing use of artificial intelligence 
(AI)-enabled devices and the seemingly automatic, injudicious level of trust that the 
general public places in those devices, there is still much work necessary to perfect the 
synergy of faith between humans and machines in order to achieve maximum 
effectiveness as a team and revolutionize the battlefield of the future. 
 
Discussion 
Both the North Atlantic Treaty Organization’s (NATO) Science and Technology outlook 
for the 2020-2040 timeframe and the American Institute of Aeronautics and Astronautics 
(AIAA) project advancements in HMT to have a revolutionary impact in the field of 
autonomous systems by 2030.H H However, for HMT to reach its full potential as a force 
multiplier, humans must be able to trust in intelligent autonomy.H With that goal in mind, 
leaders across all industries, and specifically in the defense arena, are working along the 
same lines of effort for developing HMT systems that are reliable and trustworthy for  
operators.M Additionally, as the quest to lead the AI race becomes increasingly 

competitive,  
and industry 
leaders lean 
forward toward 
more 
autonomous 
systems, 
governance, 
legalities, and  
interoperability 
will continue 
to challenge  
the use of such 
systems.H (see 

International Law Report) Although there are many semi-autonomous systems providing 
great benefits to society,(see Society and Industry Report) some current semi-

Figure 1: Defense Advanced Research Projects Agency’s (DARPA) Envisions  Future 
HMTs of Small-Unit Infantry Forces Using Small Unmanned Systems. Source: DARPA 

 

https://apps.dtic.mil/sti/pdfs/AD1131124.pdf
https://www.aiaa.org/news/news/2022/11/10/op-ed-human-machine-teaming-key-to-aerospace-engineering-s-digital-driven-future
https://apps.dtic.mil/sti/citations/AD1131124
https://warontherocks.com/2023/03/miscalibration-of-trust-in-human-machine-teaming/
https://apps.dtic.mil/sti/citations/AD1131124
https://dsiac.org/articles/overcoming-the-barriers-to-human-machine-teams/
https://dsiac.org/articles/overcoming-the-barriers-to-human-machine-teams/
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autonomous technologies actually increase manpower needs and place an increased 
cognitive load on the operator.H The focus on HMT will be a critical bridging capability 
as the work toward intelligent autonomous systems proceeds.H  

There are several facets of trust which transcend all industries in the era of AI: trust in the 
technology itself and trust in the operator. Additionally, the defense enterprise is 
accountable for the trust of the American people as well as the trust of those allies, we 
rely on throughout the competition continuum. (see Regulations Report) Dr. Margarita 
Konaev, with the Center for Emerging Technology explains that “human-machine 
teaming is a relationship—one made up of at least three equally important elements: the 
human, the machine, and the interactions and interdependencies between them.”H In 
order to develop HMT capabilities to their full potential, researchers are examining both 
sides of the relationship. This entails developing trustworthy AI as well as understanding 
the equally important, but less researched, human element of the relationship.H 

 
The machine side of the team: Developers have prioritized technology-based solutions 
to foster trust in the system by making AI systems that are more transparent, explainable, 
auditable, and reliable. Such capabilities, as discussed below and in the linked video in 
Figure 2, contribute to trust as an essential part of creating effective HMTs.H H 
 

Figure 2: Researchers from Center for Security and Emerging Technology discuss the future HMT. They 
discuss the DoD focus on trust: 14:00-14:46. Reliability, Transparency and Explainability: 35:30-40:00. 
Click on picture or go to: https://www.youtube.com/watch?v=zdjrbsUe5SM&t=857s Source: T.M.C Asser 
Institute  

https://apps.dtic.mil/sti/citations/AD1131124
https://apps.dtic.mil/sti/citations/AD1131124
https://www.brookings.edu/techstream/building-trust-in-human-machine-teams/
https://www.brookings.edu/techstream/building-trust-in-human-machine-teams/
https://www.brookings.edu/techstream/building-trust-in-human-machine-teams/
https://cset.georgetown.edu/publication/trusted-partners/
https://www.youtube.com/watch?v=zdjrbsUe5SM&t=857s
https://www.youtube.com/watch?v=zdjrbsUe5SM&t=857s
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• Transparency tops the list of reasons that operators/users name as contributing to 
a lack of trust in HMT scenarios.M H M When an AI system or machine makes de-
cisions, people need to know why and how it arrives at its conclusions and recom-
mendations. Although an increasing number of technological applications have 
started to provide references from text documents in their knowledge bases from 
which they drew their conclusions, deep learning does poorly in this regard.H De-
spite the current challenge, AI experts from IBM’s human-agent collaboration 
team think that the level of transparency and trust will improve within the next 
five years, when an AI system can better explain the “why” behind the “what”.H 
 

• Explainability is the ability, or in this case inability, for the AI system to explain 
its reasoning to the decision maker or human operator; a quality perhaps even 
more important and more difficult to address.H 
 

• Auditable data from current sources enables transparency and helps build trust in 
the technology.(see Data Availability Report) If the machine or AI system mal-
functions or there are negative, unintended results, auditability can provide a track 
record of what happened and how to avoid a similar incident in the future.H 
 

• Reliability may be even more critical and perhaps the most fundamental issue in 
building trustworthy AI systems for HMT. While transparency and explainability 
are important for calibrating, operators need to know whether the machine or AI 
system will function properly to accomplish the assigned tasks.H 

 
The human side of the team: Thus far, a preponderance of the research has focused less 
on studying trust in HMT directly and more on the aforementioned technological system 
functions for AI itself in an attempt to build trust into the system.H While important, 
addressing system functions alone is not a sufficient method to calibrate the degree of 
trust in HMTs.H Enhancing the understanding of human trust dynamics in HMT is crucial 
to effectively using AI in military operational scenarios. Achieving this level of trust and 
cooperation requires consideration of the human factors in system design and 
implementation.M 
 
Because it influences people's willingness to use and follow the advice of intelligent 
machines, trust is essential for efficient HMT.H But what is the “right” amount of trust? 
As with many of the questions surrounding this concept, the answer to how much trust is 
needed for effective HMT is: “It depends”.H The more we view AI as a machine, the 
more accuracy we expect from it and the trust margin is narrow. However, the more 
human-like qualities that an AI system, possesses, the more we trust it, even when it’s not 

https://warontherocks.com/2023/03/miscalibration-of-trust-in-human-machine-teaming/
https://www.defenseone.com/ideas/2019/04/solving-one-hardest-problems-military-ai-trust/155959/
https://www.academia.edu/39210353/AI_Military_applications
https://www.nitrd.gov/PUBS/national_ai_rd_strategic_plan.pdf
https://www.ibm.com/watson/advantage-reports/future-of-artificial-intelligence/building-trust-in-ai.html
https://www.brookings.edu/techstream/building-trust-in-human-machine-teams/
https://cset.georgetown.edu/publication/trusted-partners/
https://cset.georgetown.edu/publication/trusted-partners/
https://cset.georgetown.edu/publication/trusted-partners/
https://cset.georgetown.edu/publication/trusted-partners/
https://warontherocks.com/2023/03/miscalibration-of-trust-in-human-machine-teaming/
https://cset.georgetown.edu/article/building-trust-in-human-machine-teams/
https://cset.georgetown.edu/publication/trusted-partners/
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perfect.H Having too little trust in highly capable technology can lead to underutilization 
of AI systems, while too much trust in the supposed capabilities of a system can result in 
anything from accidents, fratricide, or unintentional harm to civilians.H 

 
• Trust gap (too little trust): Researchers, academic and military professionals alike 

all identify a lack of trust as a critical challenge to human-machine teaming.H One 
of the more complex dilemmas for advancements in AI and HMT has is known as 
the “Black Box” effect. Essentially, as AI technology and deep learning models 
become more sophisticated and autonomous, the less users trust it.M H The “black 
box” effect impedes transparency, explainability, and predictability, as a result, 
human trust decreases as machine autonomy increases.M  

 
• Automation bias (too much trust): People, in general tend to over-trust a ma-

chine’s recommendations, but even more so in high-stress situations.H They might 
exhibit this bias by relying on the outputs of AI systems even when they do not 
seem to make sense. This tendency is intensified in systems in which the algorith-
mic processing is so complex that the outputs are unexplainable.H When extrapo-
lated to combat conditions, consider an example of a target detection algorithm or 
battlefield assistant which indicates that a particular object or person is a threat. 
The warfighters are more likely to trust the AI recommendations given the cogni-
tive stress, lack of adequate training, necessary reaction time, and overreliance on 
the AI system’s purpose in reducing the fog of war.M 

 
Trust and the American public: The widespread use of AI has organizations large and 
small examining their policies. The Pentagon recognizes the importance of trust as an 
intangible requirement and responsibility to the American public (see Regulation Report) 

Human-machine teaming is at the core of the 
Department of Defense’s vision of future war-
fare, but successful collaboration between hu-

mans and intelligent machines—like the perfor-
mance of great teams in business or sports—

depends in large part on trust. 

Margarita Konaev and Husanjot Chahal 

https://cset.georgetown.edu/publication/trusted-partners/
https://www.brookings.edu/techstream/building-trust-in-human-machine-teams/
https://www.brookings.edu/techstream/building-trust-in-human-machine-teams/
https://theairpowerjournal.com/human-machine-teaming-in-artificial-intelligence-driven-air-power-future-challenges-and-opportunities-for-the-air-force/
https://www.rand.org/pubs/research_reports/RR3139-1.html
https://theairpowerjournal.com/human-machine-teaming-in-artificial-intelligence-driven-air-power-future-challenges-and-opportunities-for-the-air-force/
https://www.brookings.edu/techstream/building-trust-in-human-machine-teams/
https://www.rand.org/pubs/research_reports/RR3139-1.html
https://press.armywarcollege.edu/parameters/vol53/iss1/14/
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as it continues AI advancement. It is a foundational concept in the 2022 Responsible AI 
(RAI) Pathway policy, which states that the desired end state for the RAI is trust.H 
Establishing trust in the DoD’s use of AI will enable the joint force to continue to 
modernize its warfighting capabilities across the spectrum of combat and non-combat 
operations.H Without that trust, our warfighters will not employ AI effectively or 
accurately, leading to negative impacts on the nexus of future HMT advancements and 
diminishing the trust of the American public. Gaining and maintaining the trust of all 
stakeholders cannot rely solely on technological advancements but must include factors 
such as a reliable governance (see International Law Report) structure and policies for the 
ethical use (see Ethics Report) of such technology across the department.H 
 
Trust of our Allies: The same factors which lead to and build trust in the HMT are also 
highly relevant and must be considered when thinking about the future of multinational 
alliances. For instance, trust concerns could compromise coalition-wide coordination, 
interoperability, and overall effectiveness if some U.S. allies feel less at ease employing 
AI-enabled military systems.H 
 
Despite the growing popularity of AI and AI-enabled as a part of daily life for a great part 
of international society, there are still trust concerns which pose challenges for human-
machine teaming efforts across multiple industries. Even though these devices provide 
convenience and efficiency, research shows that a large percentage of people still do not 
trust machines to make important decisions.M This trust gap must be addressed if we 
want to fully realize the potential of human-machine teaming efforts in the future. 
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were very reliable and 
corroborated one another on a myriad of concepts. There was adequate time, but the 
analyst worked alone and did not use a structured method. Furthermore, given the time 
frame of the estimate and the rapidly evolving nature of AI, robotics and machine 
learning models, this report is sensitive to change due to new information. 
 

Author:  LTC Nicole A. Washington 
nicole.washington.mil@armywarcollege.edu 

 
  

https://breakingdefense.com/2022/06/pentagons-long-awaited-responsible-ai-pathway-highlights-flexibility-trust/
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https://breakingdefense.com/2022/06/pentagons-long-awaited-responsible-ai-pathway-highlights-flexibility-trust/
https://tnsr.org/2020/03/allies-and-artificial-intelligence-obstacles-to-operations-and-decision-making/
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Beneficial Impacts Of Artificial Intelligence On Global Social 
Challenges Between 2023-2030 Almost Certain To Overshadow 
Fears Of Work Force Replacement And Over-Reliance 
 
Executive Summary 
Though still considered an emerging technology, the cost-benefit analysis of artificial 
intelligence (AI) is almost certain (86-99%) to overshadow the fears of late adopters and 
skeptics due to the emerging potential benefits for education, healthcare, and social 
conditions such as climate change and food insecurity. The diverse array of AI systems 
and applications has quickly become a part of daily life for those who are early adopters 
and the technical elite. Despite concerns from industry experts about the potential 
dangers of over-reliance on AI as well as societal fears that AI-enabled systems will soon 
replace people in the workplace, it is almost certain that advances in AI will continue, 
unhindered at an exponential scale. 
 
Discussion 
Artificial intelligence is changing how people will live and work in the future in 
practically every industry.H With tools like Chat Generative Pre-Trained Transformer 
(ChatGPT) and AI art generators gaining widespread attention, it is already the driving 
force behind new technologies like big data, robotics, the internet of things (IoT), and 
emerging generative AI applications.H It will continue to play this role as a technological 
innovator for the foreseeable future.H While there will be many hurdles and challenges to 
overcome as the technology rolls out into new applications, AI will almost certainly have 
a more positive than negative impact on technical and social challenges facing our 
society.H Some of those positive impacts are in the areas of education healthcare, climate 

change, and systems which will address 
food scarcity. Nearly every significant 
business has already been impacted by 
modern AI, more precisely "narrow AI," 
which carries out objective tasks using 
data-trained models and frequently falls 
under the categories of deep learning or 
machine learning.H As of March 2023, 
37% of companies across all industries 
are working to make significant 
investments in AI.H Unless you choose to 
live remotely and never plan to interact 
with the modern world, your life has been 
and will continue to be significantly 
impacted by artificial intelligence. In 

“What all of us have 
to do is to make sure 
we are using AI in a 
way that is for the 

benefit of humanity, 
not to the detriment 

of humanity” 
-Tim Cook, Apple CEO 

https://www.analyticsinsight.net/the-impact-of-artificial-intelligence-that-will-change-the-world/
https://www.analyticsinsight.net/the-impact-of-artificial-intelligence-that-will-change-the-world/
https://builtin.com/artificial-intelligence/artificial-intelligence-future
https://bernardmarr.com/what-is-the-impact-of-artificial-intelligence-ai-on-society/
https://builtin.com/artificial-intelligence/artificial-intelligence-future
https://dataprot.net/statistics/ai-statistics/
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2022, AI became what is considered, the most revolutionary technology ever created by 
man.M According to Google CEO Sundar Pichai, AI’s impact on our evolution as a 
species will be comparable to fire and electricity;M and thus the criticism of skeptics will 
likely (56-70%) not be able to stop the momentum or its entanglement in society. 
 
Education: AI in education will continue to evolve and change the way that humans of 
all ages learn (see Educational AI Report) AI’s use of machine learning (ML), natural 
language processing, and new facial recognition applications are help digitize textbooks, 
detect plagiarism, and gauge the emotions of students to help determine if they are bored 
or struggling to understand learning concepts.H AI-powered tools like Cognii can help 
students develop their language and communication skills in real-time,H and Knewton is 
an adaptive learning platform that can personalize content for each student based on their 
individual needs.H The global market for AI in education is experiencing significant 
growth and is expected to have an annual growth rate of 36% between now and 2025.H 
 
Healthcare: Another emerging positive impact of AI in society is in the field of 
healthcare where implementation efforts are expected to take effect everywhere from 
initial medical school training to implementation in the hospital and operating room  
(See Figure 1). 
Johns Hopkins 
School of 
Nursing 
implemented 
augmented 
and virtual 
reality training 
at all levels of 
skill for some 
of the most 
significant 
procedures.H 
Scientists, medical 
researchers, 
clinicians, mathematicians, and engineers, when working together, are designing AI 
systems aimed at medical diagnosis and treatments, thus offering reliable and safe 
systems of healthcare delivery. There are promising data sets for AI and ML 
applications that can help diagnose cancer and predict optimal treatment outcomes.H 
Advancements in AI are beginning to deliver breakthroughs in breast cancer screening 
by detecting the signs that doctors miss.H In addition to helping with analysis, robotic 
systems may also be created to do some sensitive medical procedures with accuracy as 
health professors and medical researchers work to discover new and effective ways to 

Figure 1: Moxi, A Healthcare Cobot making rounds at Jacksonville Hospital. 
Source: Marketplace  

https://www.theworldmind.org/home/2022/10/19/no-longer-human-addressing-the-use-of-artificial-intelligence-in-ir
https://www.theworldmind.org/home/2022/10/19/no-longer-human-addressing-the-use-of-artificial-intelligence-in-ir
https://builtin.com/artificial-intelligence/artificial-intelligence-future
https://dataconomy.com/2023/02/artificial-intelligence-in-education/
https://www.westagilelabs.com/blog/8-applications-of-artificial-intelligence-in-education/
https://www.westagilelabs.com/blog/8-applications-of-artificial-intelligence-in-education/
https://healthtechmagazine.net/article/2022/12/ar-vr-medical-training-2023-perfcon
https://cancerci.biomedcentral.com/articles/10.1186/s12935-021-01981-1?ref=hackernoon.com
https://www.nytimes.com/2023/03/05/technology/artificial-intelligence-breast-cancer-detection.html
https://www.jacksonville.com/story/news/healthcare/2022/10/12/jacksonville-baptist-health-robots-work-free-up-staff/8169457001/
https://www.jacksonville.com/story/news/healthcare/2022/10/12/jacksonville-baptist-health-robots-work-free-up-staff/8169457001/
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Figure 2: Smart farming agricultural technology and smart arm robots 
harvesting hydroponics vegetables. Source: Global Era Issues 

      
 

treat ailments.H AI-based surgical procedures are currently available in a select few 
hospitals. The da Vinci surgical system still needs to be operated by a health 
professional but can complete an operation with a greater degree of precision and greater 
accuracy than one done manually; causing less trauma to the patient.H 

 
Climate Change: On a much grander scale, there is an array of AI applications which, if 
collectively managed and resourced, have the potential to help researchers address 
climate change. AI as a tool is uniquely positioned to help manage some of the complex 
efforts to mitigate climate change (from immediate crisis response to long-term 
planning), due to its capacity to gather, complete, and interpret large, complex datasets on 
emissions, climate impact, and more.M Specifically, industry experts from Boston 
Consulting Group (BCG) reported that AI could be used to help reduce greenhouse gas 
emissions equal to 5% to 10% of an organization’s carbon footprint, or a total 2.6 to 5.3 
gigatons of CO2e if scaled globally.M Aside from conducting research and data collection, 
companies around the globe are actively using AI to address climate change through 
green cooling technologies, preventing plastic pollution, and improving energy efficiency 
just to name a few.H AI has the ability to positively impact our ability to address climate 
change by improving our understanding of the issue and developing more effective 
solutions. 
 
Food Insecurity: Among one of the top socially beneficial emerging AI applications is 
the ability to positively provide solutions for some drivers of food insecurity. According 
to the United Nations, we will need to increase the world’s food production by 70% to 
feed the world’s population by  2050.H The compounding effects of an already fragile 

ecosystem, worsening 
climate change and 
geopolitical instability 
make traditional 
methods for food 
production ineffective in 
meeting such a compact 
timeframe. Bernard  
Marr, a futurist in the 
field of business and 
technology, suggests 
that AI can help create 
the perfect crop and 
maximize production to  
help address food  

https://world101.cfr.org/global-era-issues/climate-change/how-can-artificial-intelligence-combat-climate-change
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7605294/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7605294/
https://www.bcg.com/publications/2022/how-ai-can-help-climate-change
https://www.bcg.com/publications/2022/how-ai-can-help-climate-change
https://aiforgood.itu.int/7-ai-innovations-helping-to-combat-climate-change/
https://www.theguardian.com/global-development/2022/nov/15/can-the-world-feed-8bn-people-sustainably
https://world101.cfr.org/global-era-issues/climate-change/how-can-artificial-intelligence-combat-climate-change
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insecurity (See Figure 2).H Marr highlights AI technology such as FarmView can help 
researchers figure out the right genetic makeup to create seeds that generate the highest 
yield, the most nutrition and the most disease resistant strains of staple crops.H Smart 
farming agriculture uses AI to address climate change and food production by using it to 
manage irrigation processes and develop planting and fertilizing operations, leading to 
more productive harvests.H Food waste is a major contributor to the food shortage crisis 
and companies like Torma Sorting Solutions, uses AI predictive machine analysis to 
machine analyses and can separate food into “good” and “bad, evaluate it and determine 
the best way to use it.H 
 

Despite the altruistic applications listed 
above, there are still valid and significant 
concerns about how AI and our global 
society will work together for the common 
good. One of the primal fears is that 
continued advancements will eliminate the 
need for people in the workplace (among 
both blue collar workers and corporate 
professionals). As recently as March 2023, 
Fortune magazine reported that nearly 69% 

of people with graduate degrees expressed their fear of losing their jobs to AI.M Fueling 
the self-preservation fear is that there is some truth to it. Like many revolutionary 
technologies before it, AI is likely to both eliminate jobs but also spur the creation of new 
career fields, in addition to enhancing many existing jobs, according to Juliet Schor, an 
economist from Boston College.H M The second, but no less important concern is a 
growing fear that over-reliance on AI can lead to serious consequences including lack of 
human judgment, bias, and lack of transparency.M Developing and enforcing policies and 
regulations, locally and internationally, is the best method to mitigate and avoid these 
potential negative consequences.M (see International Law Report) 
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were generally reliable, 
and the majority of all sources tended to corroborate one another. There was not adequate 
time to conduct interviews for subject matter experts in person and the analyst worked 
alone. Furthermore, given the lengthy time frame of this estimate and the innovative 
speed for artificial intelligence developments, this report is sensitive to change due to 
new information. 
 

Author:  LTC Nicole A. Washington 
nicole.washington.mil@armywarcollege.edu 

  

By 2025, machines 
could displace about 
85 million jobs, but 

create 97 million new 
roles. 
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International Governance Laws For Artificial Intelligence Highly 
Likely To Remain Individualized By Country Beyond 2040 
 
Executive Summary 
It is highly likely (71-85%) that there will continue to be country-specific governance 
rules for artificial intelligence (AI) versus one international standard beyond 2040 due to 
the pace of emerging technologies around the globe, and the diversity of government 
preferences for horizontal, vertical, or hybrid approaches. As AI technology continues to 
develop and pervade various sectors of society, the need for regulation is becoming 
increasingly important. However, regulating AI is not a one-size-fits-all solution based on 
culture, customs, infrastructure capabilities, and the system of government. The types of 
technologies and their applications are just as different as the countries and ecosystems in 
which they operate. Despite calls from some in the international community to develop 
one universal set of norms for governing AI, countries continue to implement varied 
approaches to meet their own needs while trying to stay ahead of this emerging 
technology. 
 
Discussion 
AI traces its developmental roots back to Alan Turing in 1935,H and it boomed in the 
1980s,M however, regulation and governance lagged behind. Now, as AI systems and 
applications become a part of life and work in nearly every industry and country, 
governments are doubling efforts to catch up to the pace of growth and drive policy. 
There are currently over 27 different international policies that address AI governance;H 
ten specifically 
address AI regulation 
and risks to human 
freedom and 
autonomy, and each 
policy is as different 
as the countries that 
developed it (Japan, 
European Union (EU), 
India, China, United 
Kingdom (UK), 
Serbia, and the  
U.S.).H Across the 
globe, as policy 
makers consider serious 
legislative options for AI 

Figure 1: Mr. DragosTudorache, Member of the European Parliament and 
Co-Rapporteur of the EU AI Act discusses the horizontal strategy. Click 
on the image or go to: https://www.youtube.com/watch?v=BBmq4T_550U  
to view the video. Source: CSIS 

 
 

 

https://www.britannica.com/technology/artificial-intelligence/Alan-Turing-and-the-beginning-of-AI
https://www.javatpoint.com/history-of-artificial-intelligence#:%7E:text=A%20boom%20of%20AI%20(1980%2D1987)&text=Expert%20systems%20were%20programmed%20that,was%20held%20at%20Stanford%20University.
https://oecd.ai/en/dashboards/policy-instruments/Emerging_technology_regulation
https://carnegieendowment.org/2023/02/14/lessons-from-world-s-two-experiments-in-ai-governance-pub-89035
https://www.youtube.com/watch?v=BBmq4T_550U
https://www.youtube.com/watch?v=BBmq4T_550U
https://www.youtube.com/watch?v=BBmq4T_550U
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governance, the resulting policy frameworks fall into one of three categories: horizontal, 
vertical, or hybrid.M 

 
Technology researchers from the Carnegie Endowment for International Peace explain 
how in a horizontal approach, regulators create one comprehensive regulation that covers 
the many impacts AI can have.H The EU and the UK have developed different policies, 
but both fall primarily into this category.M The EU’s AI Act identifies four risks groups: 
unacceptable, high, limited, and minimal risk, and applies the same set of governance 
requirements to every application in each group.H This AI act is projected to have 
extraterritorial scope and implications for various organizations globally.H Given the 
extent of the AI Act and the financial implications associated with noncompliance, 
businesses must get ready for these upcoming regulatory changes as quickly as possible 
now.H The first draft of the UK National AI policy is horizontal in its current state, but 
recent changes suggest it is breaking away from EU model and moving to a hybrid 
approach with the goal to “provide the most pro-innovation regulatory environment in the 
world.”M 
 
In contrast to the horizontal strategy above, in a vertical strategy, policymakers take a 
customized approach, creating different regulations to target different applications or 
types of AI.H Due to the customization and increased individualized industry 
requirements, very few of the government policies implemented to date fall into this 
category. Surprisingly, China’s approach is the front-runner as a case study for a 
fundamentally vertical approach: picking specific algorithm applications and writing 
regulations that address their deployment in specific contexts.H Instead of an “across the 
board” approach, China governs AI under two separate regulations based on content, 
input, output, and positive or harmful information.H 
 

Figure 2: EU pending AI Act will have transregional economic impacts. Source: FINTECH  

https://oecd.ai/en/dashboards/policy-initiatives?conceptUris=http:%2F%2Fai.oecd.org%2Fmodel%23Emerging_technology_regulation%7C%7Chttp:%2F%2Fai.oecd.org%2Fmodel%23hasTypeOfChallenge%7Chttp:%2F%2Fai.oecd.org%2Ftaxonomy%2Fvalues%23V1065
https://carnegieendowment.org/2023/02/14/lessons-from-world-s-two-experiments-in-ai-governance-pub-89035
https://www.holisticai.com/blog/regulating-ai-the-horizontal-vs-vertical-approach
https://carnegieendowment.org/2023/02/14/lessons-from-world-s-two-experiments-in-ai-governance-pub-89035
https://fintechnews.ch/aifintech/europes-forthcoming-ai-act-will-have-a-wide-reach-and-broad-implications/54310/
https://fintechnews.ch/aifintech/europes-forthcoming-ai-act-will-have-a-wide-reach-and-broad-implications/54310/
https://link.springer.com/article/10.1007/s44163-021-00014-0
https://www.competitionpolicyinternational.com/lessons-from-the-worlds-two-experiments-in-ai-governance/
https://carnegieendowment.org/2023/02/14/lessons-from-world-s-two-experiments-in-ai-governance-pub-89035
https://carnegieendowment.org/2023/02/14/lessons-from-world-s-two-experiments-in-ai-governance-pub-89035
https://fintechnews.ch/aifintech/europes-forthcoming-ai-act-will-have-a-wide-reach-and-broad-implications/54310/
https://fintechnews.ch/aifintech/europes-forthcoming-ai-act-will-have-a-wide-reach-and-broad-implications/54310/
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A hybrid approach includes overarching regulations for all industries and sectors, but also 
specific regulations for certain use cases of AI could be the most effective method for 
incorporating both horizontal and vertical elements.H The current U.S. strategy for AI is 
the best example of a hybrid approach. Given the current strategic and economic 
environment, leaders in Washington recognized the need for separate regulatory guidance 
for the commercial space and the defense enterprise. Commercially, the U.S. directed the 
Federal Trade Commission (FTC) to mandate impact assessments of AI systems across 
all commercial sectors (subject to the size and reach of the enterprise).M Separately, the 
U.S. proposed its new “Political Declaration on the Responsible Military Use of Artificial 
Intelligence and Autonomy” on February 16, 2023, at the Summit on Responsible AI in 
the Military Domain (REAIM 2023).H This policy is the U.S.’s attempt to develop a set 
of international norms for the battlefield use of AI across the military and members of the 
defense industrial base, and it hopes to gain support for the initiative from its allies.M  
 
The opposing side of the multi-nation disparate approach argues for a global consensus 
for AI governance. The loudest voices supporting convergence to a global standard, at 
least for the civilian commercial sector, come from  EU. Their concerns are based on 
the risk that standards will be developed elsewhere in the future, often by non-democratic 

actors, so the EU 
should take the 
lead to act as a 
global standard-
setter in AI.M 
While it is highly 
likely that 
countries with 
nefarious motives 
will develop 
regulatory 
guidance that does 
not align with 

international norms, the data shows that a mix of horizontal and vertical approaches will 
likely (56-70%) be the standard in the commercial space. The EU’s landmark AI Act has 
been contested in several proposals and has yet to be presented to Parliament.M 
International norms are easily implemented for more normalized, established industries; 
however, for a rapidly advancing, multi-use technology such as AI, countries must shape 
a national ecosystem that aligns with their strategic priorities and strengths and 
weaknesses.M  
 

Figure 3: Diplomatic Relations. Source: Harvard Law School 

https://carnegieendowment.org/2023/02/14/lessons-from-world-s-two-experiments-in-ai-governance-pub-89035
https://www.holisticai.com/blog/regulating-ai-the-horizontal-vs-vertical-approach
https://www.state.gov/building-consensus-on-the-u-s-framework-for-a-political-declaration-on-the-responsible-military-use-of-artificial-intelligence-and-autonomy/
https://techmonitor.ai/technology/ai-and-automation/us-government-proposes-guidelines-for-responsible-ai-use-by-military
https://www.europarl.europa.eu/news/en/press-room/20220318IPR25801/artificial-intelligence-the-eu-needs-to-act-as-a-global-standard-setter
https://techmonitor.ai/technology/ai-and-automation/us-government-proposes-guidelines-for-responsible-ai-use-by-military
https://www.weforum.org/agenda/2022/12/how-countries-can-build-an-effective-ai-strategy/
https://www.pon.harvard.edu/daily/international-negotiation-daily/in-international-negotiations-manage-hard-bargainers/
https://www.pon.harvard.edu/daily/international-negotiation-daily/in-international-negotiations-manage-hard-bargainers/
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The closest effort to a global norm was initiated by the United Nations Educational, 
Scientific and Cultural Organization (UNESCO) in 2021 when it successfully had all 193 
members adopt an ethics agreement.H That agreement set a foundation for common 
values and principles as a starting point to guide the construction of the necessary legal 
infrastructure to ensure the ethical development of this technology.H While it does set the 
foundation for a global normative framework, it is not legally binding, there is no 
governing body and it delegates the responsibility of governance and implementation to 
the individual members.H 

 
Analytic Confidence 
The analytic confidence for this estimate is moderate based on the credibility and 
corroboration of the sources. The time was adequate, but the analyst did not use a 
structured technique due to the international focus of the topic. Additionally, the analyst 
is not a subject matter expert and worked alone. Finally, this report is subject to change 
due to the potential for new developments and changes in the governing parties within the 
international community that set policy. 
 

Author:  LTC Nicole A. Washington 
nicole.washington.mil@armywarcollege.edu 
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Concerns For Ethics And Biases Indicate That Humans Highly 
Likely Remain “In The Loop” Of Artificial Intelligence Systems 
Through 2030 
 
Executive Summary 
It is highly likely (71-85%) that humans will remain in the loop for artificial intelligence 
(AI) systems between now and 2030 due to American society’s lack of trust in fully 
autonomous systems, based on ethical standards, potential biases, and doubts about the 
ability to govern autonomous AI systems. Despite the argument that some fully 
autonomous systems are currently in use and not subjected to such scrutiny, the 
consensus is that Americans are likely (56-70%) more concerned than excited about the 
increased use of AI.  

 
Discussion 
The unprecedented success of generative AI platforms, such as Chat Generative Pre-
trained Transformer (GPT3),H has brought the topic of AI to the forefront of 
conversations across the entire technology enterprise. Regardless of the popularity of 
digital 
assistants 
and Open 
AI 
technology, 
concerns 
about 
ethical 
standards, 
program 
biases,  
and AI 
governance 
still limit 
American 
society’s 
acceptance  
of the current use of AI systems and its view on the future development of autonomous 
systems.H Trusted AI and autonomy is one priority area for Research and Engineering 
(R&E) for the U.S. Department of Defense (DoD) in its quest to find ways to operate in 
contested areas in the future.H The Honorable Heidi Shyu, U.S. Under Secretary of 
Defense for R&E suggested that the effective transition of increased autonomy depends 

Figure 1: Ethical Concerns over AI permeate around the Globe. Source: World 
Economic Forum  

https://www.reuters.com/technology/chatgpt-sets-record-fastest-growing-user-base-analyst-note-2023-02-01/
https://www.isaca.org/resources/isaca-journal/issues/2022/volume-4/bias-and-ethical-concerns-in-machine-learning#:%7E:text=One%20of%20the%20main%20areas,controls%20to%20address%20the%20concern
https://insights.sei.cmu.edu/blog/six-dimensions-of-trust-in-autonomous-systems/
https://www.weforum.org/agenda/2020/08/consumer-trust-ai-potential/
https://www.weforum.org/agenda/2020/08/consumer-trust-ai-potential/
https://www.weforum.org/agenda/2020/08/consumer-trust-ai-potential/
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on how confidently humans will trust those systems to have appropriate cybersecurity 
and perform within ethical boundaries.H  

 
Leaders in the Information Technology sector report one of the top concerns regarding 
the future development and use of AI is the concern about various forms of programming 
biases and lack of ethical decision-making capabilities.H Societal trepidation regarding 
autonomous AI may not be a lack of ethics, but rather whose ethics and biases are 
inherent in the system. Chris Nicholson, co-founder and CEO of Skymind, an AI 
ecosystem builder, says that “algorithms are only as good as the data they are trained on.H 
So if a dataset includes historical biases or is ethically questionable, its predictions reflect 

that historical behavior.”H An additional contributing factor is that as AI-powered 
technology becomes more common and the costs to enter the market decline, it is likely 
that more systems will be released with fewer ethical safeguards.M Experts from 
McKinsey & Company recognize both the potential promise and current hesitation for AI 
in business and they are working to develop solutions to minimize system biases. They 
recommend six overarching processes (see Figure 2) to help industry leaders guide their 
organizations into the AI space.M For AI to reach its full potential, it is critical to make 
every effort to minimize bias; minimizing bias enables trust.M  

 

Figure 2: Methods for Industry Leaders to minimize bias in artificial intelligence systems. Source: 
McKinsey & Company 

https://insights.sei.cmu.edu/blog/six-dimensions-of-trust-in-autonomous-systems/
https://enterprisersproject.com/article/2019/9/artificial-intelligence-ai-fears-how-address
https://enterprisersproject.com/article/2019/9/artificial-intelligence-ai-fears-how-address
https://enterprisersproject.com/article/2019/9/artificial-intelligence-ai-fears-how-address
https://www.pewresearch.org/internet/2021/06/16/1-worries-about-developments-in-ai/
https://www.mckinsey.com/featured-insights/artificial-intelligence/tackling-bias-in-artificial-intelligence-and-in-humans
https://www.mckinsey.com/featured-insights/artificial-intelligence/tackling-bias-in-artificial-intelligence-and-in-humans
https://www.mckinsey.com/featured-insights/artificial-intelligence/tackling-bias-in-artificial-intelligence-and-in-humans
https://www.mckinsey.com/featured-insights/artificial-intelligence/tackling-bias-in-artificial-intelligence-and-in-humans
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Another concern pervasive in the research is the inability to provide governance or 
management protocols for autonomous systems. A panel of experts from Pew Research 
posits that “AI is too distributed a technology to be effectively governed and too 
accessible to any individual, company or organization with reasonably modest 
resources.”M In the 2019 AI governance survey, “82% of Americans (more than eight in 
10) agree that AI and/or robots should be carefully managed, while only 6% disagreed.”H 
Another significant outcome from that same survey is the disparity in trusted agents. 
Americans polled place the most significant trust in university researchers and the U.S. 
military to develop AI but place more trust in technology companies and non-
governmental organizations, not the government, to manage the use of that technology.H  
As the defense enterprise and non-military industry works to make advances in AI, they 
should focus on building trust by building trust in the systems themselves through 
transparency, explainability, and reliability.H 
 
The other side of this complex issue is the argument that some autonomous systems 
already exist, namely weapons on the battlefield that can operate without any human in 
the loop once activated.M There are, indeed, drones, surface-to-air missiles and other 
types of munitions utilized on the global stage in the past year; none of which are 
prohibited nor subject to ethical debates. However, the ironic caveat of this particular 
argument is that there is no accountability gap with these systems because human 
commanders, operators, or programmers make human decisions, thereby assuming 
accountability.M This equates to a human-in-the-loop scenario. Additionally, there are 
studies which show that under certain conditions and for certain decisions, humans 
behaviorally trust the AI more than another human by accepting their AI teammate’s 
decisions more often,H if they have personal experience in the task already.  
 
Paul Neilson, from Carnegie Mellon’s Software Engineering Institute, professes that 
“trust is not only a significant challenge to building autonomous systems, but it is also the 
greatest barrier to their adoption.”H Industry will have to bridge the trust gap to continue 
to progress from current AI systems to future systems with increased autonomy. Some of 
the bridging options that are ready for immediate implementation range from building 
standard ethical frameworks to bias detection and mitigation protocols, and methods for 
effective governance. Industry experts align in their recommendation for a place to start; 
human involvement and oversight.H As stated by AI scientist and Label Your Data 
Editor, Iryna Sydorenko, “Whether natural language programming or computer vision, a 
case of classifying the images, or building a model for autonomous driving, humans are 
to stay in the loop in the foreseeable future.”H Human-in-the-loop decision-making 
techniques will contribute to our ability to fully explore how human-machine teams 
work, leading to greater transparency and increased trust.M  

 

https://www.pewresearch.org/internet/2021/06/16/1-worries-about-developments-in-ai/
https://governanceai.github.io/US-Public-Opinion-Report-Jan-2019/general-attitudes-toward-ai.html#subsecsupportmanagea
https://governanceai.github.io/US-Public-Opinion-Report-Jan-2019/public-opinion-on-ai-governance.html#americans-place-the-most-trust-in-the-u.s.-military-and-universities-to-build-ai-trust-tech-companies-and-non-governmental-organizations-more-than-the-government-to-manage-the-technology
https://www.brookings.edu/techstream/building-trust-in-human-machine-teams/
https://www.cfr.org/blog/stop-stop-killer-robot-debate-why-we-need-artificial-intelligence-future-battlefields
https://www.cfr.org/blog/stop-stop-killer-robot-debate-why-we-need-artificial-intelligence-future-battlefields
https://www.sciencedirect.com/science/article/pii/S0747563222003569
https://insights.sei.cmu.edu/blog/six-dimensions-of-trust-in-autonomous-systems/
https://enterprisersproject.com/article/2019/9/artificial-intelligence-ai-fears-how-address
https://labelyourdata.com/articles/human-in-the-loop-in-machine-learning#human-in-the-loop_benefits_with_examples_why_do_people_matter_as_machine_supervisors
https://www.mckinsey.com/featured-insights/artificial-intelligence/tackling-bias-in-artificial-intelligence-and-in-humans
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Analytic Confidence 
The analytic confidence for this estimate is moderate based on the credibility and 
corroboration of sources. The time was adequate, but the analyst did not use a structured 
technique. Additionally, the analyst is not a subject matter expert and worked alone. 
Finally, this report is subject to change due to the potential for new developments and the 
protracted period. 
 

Author:  LTC Nicole A. Washington 
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Data Quality Likely The Limitation To Employ Fully Integrated 
Artificial Intelligence Applications Across The Continuum By 
2040 
 
Executive Summary 
It is likely (56 -70%) that the relevant data to train and properly test military artificial 
intelligence (AI) applications will be the limitation to employing fully integrated 
decision-support AI applications across the continuum by 2040. Due to the current lack 
of data standards, military data scientists, and the volatile, uncertain, complex, and 
ambiguous nature of military operational environments, the ability to collect, properly 
prepare and apply relevant data to feed AI decision-making systems will likely take 
longer than the commercially available adoption of AI applications.  
 
Discussion 
Preparing quality 
training data is one 
of the most critical 
parts of creating an 
AI solution.M 
Understanding the 
data needs in 
support of the 
solution, must 
occur right after a 
requirement is 
identified for 
translation into an 
AI application.M As 
depicted in Figure 1, data preparation requires combining various data sets into one large 
analytical record prior to data mining, data cleansing, feature selection, and model 
optimization all before AI training can begin.M There are three factors to take into 
consideration when selecting good machine learning (ML) training data: data quantity, 
quality, and variability.H All three considerations must be taken into account; each one 
requires both human and machine training in order to be beneficial. 
 
Data Quantity:  
ML is the engine behind the AI application’s ability to learn without specific 
programming, mostly using an iterative experiential method to modeling data called 
training to improve or execute a set of tasks.H AI Training starts with a dataset that is 
applied to rulesets, once exercised, the results are then added to the dataset. This constant 

Figure 1: Diagram on how to prepare training data for Machine Learning Algorithms 
Source: IBM  

https://www.cloudfactory.com/training-data-guide
https://www.ibm.com/garage/method/practices/code/data-preparation-ai-data-science/
https://www.cloudfactory.com/training-data-guide
https://medium.com/@tagxdata/what-is-good-quality-training-dataset-for-machine-learning-1bf94bc5a855
http://www.cs.cmu.edu/%7Etom/files/MachineLearningTomMitchell.pdf
https://www.ibm.com/garage/method/practices/code/data-preparation-ai-data-science/
https://www.ibm.com/garage/method/practices/code/data-preparation-ai-data-science/
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training causes the data size to grow exponentially which is why machine learning 
training is computationally intensive.M The data models are also tweaked and filtered by 
a humans to assist in accuracy, but the more iterations, the more accurate the 
application.H When filtered and trained to be as accurate as possible, military data 
collected across all war fighting functions across the continuum will produce massive 
application sizes. H  
 
By 2025, International Data Corporation (IDC) predicts that worldwide data will grow 
61% to 175 zettabytes and that 75% of the world's population will interact with data 
daily.M The size of data has an impact on AI performance and possibly the accuracy.H 
The more vast the dataset with clean data the better accuracy, but large data sets often 
introduce cleanliness issues and timing issues dealing with each and every node.H The 
best example of this is  Generative Pre-trained Transformer (chat-GPT3) with over 45 
terabytes of data and 175B parameters, but had to be trained across 100s of GPUs and for 
many months.M ChatGPT and other large language models (LLM), today are trained 
daily by their public users and teams setting the  parameters.M For obvious security 
reasons, some LLMs have been trained to prevent military responses.H In order for a 
military to use this type of technology, it would need to have data available for training 
and have a proportionally set number of users and parameters to make the LLM as 
effective. There is no military in the world that can train it’s own LLM with the amount 
inputs and parameters that has been applied to ChatGPT.M The most common way to 
define whether a data set is sufficient is to apply a ten times rule.M This rule means that 
the amount of input data (i.e., the number of examples) should be ten times more than the 
number of degrees of freedom a model has.M Degrees of freedom for machine learning 
means the number of values in the final calculation of a statistic that are free to vary 
within your data set.M Extrapolating out this example means ChatGPT3 would need 1.75 
Trillion parameter data set for additional training.  
 
Similarly to the exponential growth in the commercial space, military “digital universe” 
was above 40 billion terabytes in 2020, from below 500 million terabytes in 2005.H This 
means that without further advancements in formatting and sorting training data sets, the 
Army could cause overfitting the ML algorithms. Overfitting is when the algorithm 
memorizes the dataset only and not how to process data, causing it to negatively perform 
on new data sets.M There are a number of techniques, such as holding out data or cross-
validating the array, to prevent overfitting, but they require time to test and validate 
data.M The other issue with data sizing and overfitting for Army capability, is it 
introduces vulnerabilities for the adversary to either overload systems with massive 
amounts of data.H These challenges could be overcome, but require additional time. 
 

https://www.einfochips.com/blog/everything-you-need-to-know-about-hardware-requirements-for-machine-learning/#:%7E:text=Among%20all%20these%2C%20training%20the,done%20without%20the%20right%20hardware.
https://mitsloan.mit.edu/ideas-made-to-matter/machine-learning-explained
https://cyberdefensereview.army.mil/Portals/6/Documents/CDR%20Journal%20Articles/Bastian_CDR%20V5N2%20Summer%202020.pdf
https://www.networkworld.com/article/3325397/idc-expect-175-zettabytes-of-data-worldwide-by-2025.html
https://www.hpe.com/us/en/insights/articles/when-training-ai-models-is-a-bigger-dataset-better-2207.html
https://www.hpe.com/us/en/insights/articles/when-training-ai-models-is-a-bigger-dataset-better-2207.html
https://www.hpe.com/us/en/insights/articles/when-training-ai-models-is-a-bigger-dataset-better-2207.html
https://towardsdatascience.com/how-to-use-large-language-models-llm-in-your-own-domains-b4dff2d08464
https://openai.com/research/better-language-models
https://towardsdatascience.com/behind-the-millions-estimating-the-scale-of-large-language-models-97bd7287fb6b
https://graphite-note.com/how-much-data-is-needed-for-machine-learning
https://postindustria.com/how-much-data-is-required-for-machine-learning/#:%7E:text=The%20most%20common%20way%20to,parameters%20in%20your%20data%20set.
https://medium.com/analytics-vidhya/an-introduction-of-degrees-of-freedom-in-machine-learning-and-statistics-8453d765d95e
https://warontherocks.com/2020/02/the-input-output-problem-managing-the-militarys-big-data-in-the-age-of-ai/
https://machinelearningmastery.com/overfitting-and-underfitting-with-machine-learning-algorithms/
https://towardsdatascience.com/8-simple-techniques-to-prevent-overfitting-4d443da2ef7d
https://muse.jhu.edu/pub/419/article/857599
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Data Quality: With the boom in AI algorithms fueled by the release of LLMs, now more 
than ever creative computer learning algorithm development is increasing exponentially.H 
Although there are hybrid models as depicted in Figure 2, all of these models are 

categorized in one of three main categories: Supervised, unsupervised, or reinforcement 
learning.H Supervised ML has the data labeled with the known outcome; unsupervised 
ML uses unlabeled data to train the machine  and reinforcement ML uses an agent to 
produce actions and get rewards after processing data.H Within each category there are a 
number of different algorithms that are used across commercial ML applications. Finding 
the right ML algorithm requires a cross functional team that may span across many 
disciplines. The following are the four rules to determine the right ML for an 
applicationH: 

1. Know the data – this requires expertise in not only the functional area for the 
characteristics and behavior of the data, but also the data engineering to 
understand the size and data types for labeling 

2. Data Accuracy – is the data correct, and how hard is it to predict new data that 
comes in 

3. Speed – is the data needed fast to complete the mission or is more time allowed to 
get a more precise answer 

4. Features and Parameters – how often and how the data needs to be manipulated or 
answered, what kind of response is expected from the ML 

Understanding these rules and who understands the data required is key to picking the 
right team members to develop the most critical part of an AI application, the ML 
algorithm category and develop the training data.M  
 
 

Figure 2: Depiction of Types of Machine Learning. Source:  Simple Learn  

https://www.nytimes.com/2023/03/14/technology/ai-funding-boom.html
https://intellipaat.com/blog/supervised-learning-vs-unsupervised-learning-vs-reinforcement-learning/
https://www.simplilearn.com/tutorials/machine-learning-tutorial/types-of-machine-learning
https://towardsdatascience.com/how-to-choose-the-right-machine-learning-algorithm-for-your-application-1e36c32400b9
https://towardsdatascience.com/how-to-choose-the-right-machine-learning-algorithm-for-your-application-1e36c32400b9
https://www.simplilearn.com/tutorials/machine-learning-tutorial/types-of-machine-learning
https://www.simplilearn.com/tutorials/machine-learning-tutorial/types-of-machine-learning
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Analytic Confidence 
The analytic confidence for this estimate is moderate. The analyst used multiple artificial 
intelligence sources for research which included ChatGPT, You.com’s chatbot, and 
Unrestricted Intelligence. Sources were generally reliable and tended to corroborate one 
another. There was adequate time, but the analyst worked alone and did not use a 
structured method. Furthermore, given the lengthy time frame of the estimate, this report 
is sensitive to change due to new information. 
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Section 4: Additional Key Findings  
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Civilian Investment And Research Likely To Drive Innovation 
And Increasingly Influence Development of Military Systems 
 
Executive summary  
Due to limited budget flexibility, government technology investments will likely (56-
70%) shift to adapting consumer-driven technological development for military purposes 
to maintain a technological edge over adversaries. Private sector investment in 
technology research and development has outpaced that of the federal government and 
academic institutions combined since the early 2000s. The gap between the two grows 
wider each year. This trend in private sector investment will likely continue to increase, 
widening the gap with government funding through 2040. The U.S. defense budget will 
likely remain flat relative to inflation, limiting potential research and development (R&D) 
investment increases. Requirements for smaller, lighter, and more capable commercial 
systems will fuel continued growth in private investment. Despite greater overall 
investment in R&D, the U.S. government investment is needed to ensure systems are 
developed ethically and identify potential dual-use technology.  
 
Discussion 
Investment trends show that government funding of R&D dropped 10% between 2010 
and 2019, to represent 21% of the U.S. total for R&D (see Figure 1).H While the FY22 

DoD budget 
reached a high 
point for research, 
development, 
testing, and 
evaluation (RDTE) 
with $123 Billion, 
with only $34 
Billion dedicated 
to innovation.H  

 
Overall, the U.S. 
government still 
leads in the world 
in investments in 
basic research and 

academic funding.H This level of investment will likely force the U.S. government to 
choose which technology development to support. The result of this will likely be the 
private sector, consumer, and business, driving the direction of R&D.H Several R&D 

Figure 1: R&D expenditures by sector. Source: National Science Foundation  

https://ncses.nsf.gov/pubs/nsb20221/executive-summary
https://www.mckinsey.com/industries/aerospace-and-defense/our-insights/how-will-us-funding-for-defense-technology-innovation-evolve
https://ncses.nsf.gov/pubs/nsb20221/executive-summary
https://www.weforum.org/agenda/2020/08/democratizing-innovation
https://ncses.nsf.gov/pubs/nsb20221/figure/16
https://ncses.nsf.gov/pubs/nsb20221/figure/16
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areas will likely influence the private and government sectors to include edge AI and 
extended reality (XR).M H 

 
Rapid edge computing and AI advancement have fueled internet-of-things (IoT) 
developments. (see Edge AI Report) Neuromorphic computing architectures will increase 
device processing and storage while decreasing power consumption and physical size.M 
(see Neuromorphic Computing Report) Enabling technologies will also contribute to 
consumer availability and demand. More portable and wearable devices will continue to 
drive R&D in batteries. (see Battery Power Report) 6G networks will further enhance 
edge networks and devices. (see 6G Report) Edge networks allow IoT devices to 
communicate on a local network, communicating to the cloud only when required. This 
will allow future internet of military things (IoMT) to operate with little degradation to 
capabilities while operating in remote areas or in a degraded or contested electromagnetic 
spectrum environment.M   
 
With the integration of advancements in supporting technologies, wearables will become 
lighter, contain more processing power, have longer battery life, and house AI inference 
engines.M Commercially practical glasses and goggles will enable the use of XR 
technology for commercial and business applications.M AI integration with enhanced 
digital assistants will 
drive consumer demand 
for systems, which will 
likely increase 
investment. The 
consumer market for 
XR products is 
projected to grow 
annually by over 
40%(see Figure 2).M 

 
The Army’s Integrated 
Visual Augmentation 
System (IVAS) is an 
example of a commercial product that is being adapted for military use. The IVAS 
incorporates Microsoft’s HoloLens technology to provide soldiers with an augmented 
reality heads-up display.H When integrated into training, XR will not only lead to long 
term reduced cost, but also allow for more and new types of data to be collected on the 
training audience.M 

 

Figure 2: AR/VR Market. Source: Grandview Research 

https://www.govexec.com/sponsors/2022/11/edge-ai-offers-advanced-insight-when-and-where-its-needed/379993/
https://sgp.fas.org/crs/natsec/IF12010.pdf
https://iopscience.iop.org/article/10.1088/2634-4386/ac4a83
https://www.nationaldefensemagazine.org/articles/2021/10/7/the-rise-of-edge-computing-in-defense
https://www.grandviewresearch.com/industry-analysis/wearable-technology-market
https://www.grandviewresearch.com/industry-analysis/wearable-technology-market
https://www.alliedmarketresearch.com/us-augmented-and-virtual-reality-market-A06735
https://news.microsoft.com/source/features/digital-transformation/u-s-army-to-use-hololens-technology-in-high-tech-headsets-for-soldiers/
https://www.bnhexpertsoft.com/wp-content/uploads/2020/03/ITSEC_2019_Paper_CAE_BNH.pdf
https://www.grandviewresearch.com/industry-analysis/wearable-technology-market
https://www.grandviewresearch.com/industry-analysis/wearable-technology-market
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Continued generative AI developments will likely change how humans’ team with AI. 
Conversational digital assistants will require nuanced prompt engineering to evoke the 
desired output. (see Engineering Skills Report) The widespread use of conversational 
digital assistants will likely increase trust in AI. (see Digital Assistants Report) Research 
has shown that public trust in those systems grows as the commercial sector adopts new 
technology, even if people answer otherwise when surveyed. Research shows that when 
new technology isn’t fully understood, people tend to trust it too much, creating 
liabilities.M 
 
Adversary investment in dual-use technology such as AI is threatening U.S. military 
advantages. (see China AI Development Report). Chinese investment, both government 
and commercial, have increased steadily over the past 20 years, and are now comparable 
to U.S. investments.M On top of increased investment, the Chinese Communist Party 
(CCP) also engages in intellectual property theft, including requiring overseas students to 
report on their research activities.H The CCP uses the Military-Civil Fusion (MCF) 
strategy to streamline the development between commercial and military, to enhance 
benefits to both sectors.H  
 
Despite the increased level of private investment in R&D, those investments tend to focus 
on technology that projects to create the largest return on that investment rather than 
focusing on technology that will benefit society or improve military capability.H 
Public/government funding is required to ensure that consumer and business markets 
don’t completely drive investment in R&D.   
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. The sources were generally 
credible and tended to corroborate each other. The time was adequate, but the analyst did 
not use a structured technique and worked alone. Additionally, the analyst is not a subject 
matter expert. Finally, this report is subject to change due to the potential for new 
developments and the protracted period. 
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https://www.state.gov/wp-content/uploads/2020/05/What-is-MCF-One-Pager.pdf
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By 2040, Human-Machine Teaming Likely To Revolutionize 
Battlefield Operations By Enabling Military Personnel To 
Execute Complex Tasks With Greater Efficiency And Accuracy 
 
Executive Summary 
Due to advances in artificial intelligence (AI), machine learning (ML), unmanned 
systems, robots, and additional capabilities to supplement human capability, human-
machine teaming (HMT) is likely (56-70%) to revolutionize battlefield operations by 
2040, enabling military personnel to execute complex tasks with greater efficiency and 
accuracy – particularly in the areas of Command and Control, the employment of Fires, 
and anti-access/area denial (A2AD). Despite unfamiliarity with current technologies on a 
broad scale and a lack of training and trust in the systems and platforms, HMT is a 
critical aspect of the Department of Defense’s (DoD) vision of future warfare. As a result, 
the focus is shifting toward a more technology-reliant Military. 
 
Discussion 
HMT is considered the 
future of military 
operations across the land 
domain.H The concept is 
increasingly gaining 
attention from military 
experts, as it combines 
human cognitive abilities 
with the precision and 
speed of machine 
automation.H The 
successful collaboration 
between humans and 
intelligent machines 
depends largely on trust.H Trust is a complex and multilayered concept. Still, in the 
context of HMT, it speaks to an individual's confidence in the reliability of the 
technology.H Trust will always be a challenge because of new and emerging 
technologies, and, over the next two decades, emerging technologies will make way for 
the creation of new human-machine partnerships that adapt to the expanding capabilities 
of human-machine teams.H However, the more users train with and utilize new and 
emerging technology, the greater their understanding, acceptance, and knowledge, thus 
establishing a greater level of trust and confidence (see Figure 1).H 
 

Figure 1: The U.S. military is integrating AI by using the technology 
aboard the U-2 spy plane, and in December flew the plane with AI as 
a working crew member. Source: Brookings  

https://www.defense.gov/News/News-Stories/Article/Article/628154/work-human-machine-teaming-represents-defense-technology-future/
https://ndupress.ndu.edu/Portals/68/Documents/prism/prism_8-3/prism_8-3_Kania_82-101.pdf
https://www.brookings.edu/techstream/building-trust-in-human-machine-teams/
https://www.brookings.edu/techstream/building-trust-in-human-machine-teams/
https://www.delltechnologies.com/content/dam/delltechnologies/assets/perspectives/2030/pdf/SR1940_IFTFforDellTechnologies_Human-Machine_070517_readerhigh-res.pdf
https://www.sciencedirect.com/science/article/abs/pii/S0305048300000219#:%7E:text=Familiarity%2C%20according%20to%20this%20theory,of%20trust%20can%20be%20explicated.
https://www.brookings.edu/techstream/building-trust-in-human-machine-teams/
https://www.brookings.edu/techstream/building-trust-in-human-machine-teams/
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Focusing mainly on the land domain, advances in AI and MLwill enable machines to 
learn from human behavior and adapt to changing circumstances more effectively, 
thereby enhancing mission execution.H Expectations for HMT project significant growth 
in unmanned systems (air, sea, & ground), robots, and digital assistants (see Digital 
Assistants Report) (see Robotics Report). None of these technologies, in and of 
themselves, represent a revolution in military operations, but when applied precisely as a 
system of sensors and applications, they represent the capability to synthesize data and 
provide information orders of magnitude faster than humanly possible.H The Great Power 
who is the most effective in developing and implementing these applications stands to 
gain an overwhelming advantage (see China AI Development Report). HMT is poised to 
become a game-changer 
in military operations 
across the land domain. 
As military organizations 
seek new ways to 
improve their operational 
effectiveness, HMT will 
emerge as a powerful tool 
that can enhance mission 
capabilities while keeping 
personnel safe.H 
 
While the future of HMT 
in military applications is 
promising, there are 
significant challenges and risks; particularly when dealing with austere environments.H 
HMT systems and platforms require considerable power resources, which represent a 
new and dynamic burden in sustainment operations.H H Additionally, the necessity of 
maintaining communications, network, and cyber security to support all the 
aforementioned systems requires significant effort, maintenance, and trainingH H (see 6G 
Report) (see AICA Report). These challenges represent new and abstract problem sets for 
leaders to solve while planning for and executing operations across domains. The 
necessity to preserve these capabilities across the joint force is paramount in maintaining 
a competitive edge in the future operating environment, which requires change and action 
now to address these projected shortfalls.H  
 
 
 
 
 

Figure 2: The Inter-relationship of HMT in Military Applications. Source: 
Defense Innovation Marketplace 

https://www.brookings.edu/research/how-artificial-intelligence-is-transforming-the-world/
https://www.csis.org/analysis/battle-networks-and-future-force
https://elbitsystems.com/product/legion-x/
https://smallwarsjournal.com/jrnl/art/what-is-certain-logistics-support-in-austere-expeditionary-environments
https://www2.deloitte.com/us/en/insights/industry/public-sector/sustainment-in-the-military.html
https://ndupress.ndu.edu/JFQ/Joint-Force-Quarterly-108/Article/Article/3264632/army-sustainment-capabilities-instrumental-to-the-joint-force-in-the-indo-pacif/
https://www.gao.gov/highrisk/ensuring-cybersecurity-nation
https://dodcio.defense.gov/portals/0/documents/cyber/cyberdis-impplan.pdf
https://www.jcs.mil/Portals/36/Documents/Doctrine/concepts/joint_concepts_jcoie.pdf
https://defenseinnovationmarketplace.dtic.mil/technology-interchange-meetings/autonomy-tim/human-machine-teaming/
https://defenseinnovationmarketplace.dtic.mil/technology-interchange-meetings/autonomy-tim/human-machine-teaming/
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Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were generally reliable 
and tended to rely on statistics and corroborate one another. There was adequate time, but 
the analyst worked alone and did not use a structured method. Furthermore, given the 
lengthy time frame of the estimate, this report is sensitive to change due to new 
information. 
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China Likely To Outpace The United States In Artificial 
Intelligence Development by 2030; Led By A Commitment To 
The Development Of Artificial Intelligence Technologies And 
Their Full Implementation  
 
Executive Summary 
Due to the U.S.’s lack of commitment, focus, and support of crucial artificial intelligence 
(AI) projects and China’s ambitious AI strategy, it is likely (56-70%) that China will 
overtake the U.S. in AI development and implementation by 2030. Despite the current 
U.S. standing as the global leader in AI, the People's Republic of China (PRC) has taken 
deliberate and precise measures to overtake the U.S., and the world, as the leader in AI 
technology while simultaneously constructing the appropriate AI ecosystem to support 
their ends.  
 
Discussion 
The U.S. currently holds the 
lead over China in AI, drawing 
from strength in higher 
education and research 
institutes, the most prominent 
venture capitalist ecosystem, 
and the most significant 
number of innovative start-
ups.H Militarily, the U.S. leads 
in the aspect of AI utilization, 
but this is likely to change due 
to China’s commitment to AI 
development and its, near unlimited, access to data and cloud computing.M Until recently, 
the U.S. held solid leads in research, talent, development, and hardware, but China is 
dedicating significant resources and citizenry to accelerate the pace of AI development 
and utilization across all aspects of Chinese society.H  
 
China is leading in several specific AI technologies. From a research perspective, China 
has become a world leader in AI publications and patents and is poised to become a 
leader in AI-empowered businesses, such as speech and image recognition applications.H 

H China is also making significant strides in narrowing the gap in AI chipsets, with many 
firms motivated to develop AI chips due to the vast market in China.H China's “14th Five-
Year Plan” targets 7% annual growth by 2025 for R&D expenditure, with at least 8% 
devoted to basic research, and one area of focus is AI.H According to Grace Haaf, 
Assistant Professor and Faculty Fellow of Business Analytics at NYU Shanghai, “China 

Figure1: How China is Dominating Artificial Intelligence. Source: 
Forbes 

 
 

https://youtu.be/zbzcZr_Nadc
https://youtu.be/4G1LZFYiyw0
https://www.chinausfocus.com/peace-security/artificial-intelligence-and-the-china-us-rivalry
https://hbr.org/2021/02/is-china-emerging-as-the-global-leader-in-ai
https://www.npr.org/2021/01/05/953515627/facial-recognition-and-beyond-journalist-ventures-inside-chinas-surveillance-sta
https://hbr.org/2021/02/is-china-emerging-as-the-global-leader-in-ai
https://www.mckinsey.com/capabilities/quantumblack/our-insights/the-next-frontier-for-ai-in-china-could-add-600-billion-to-its-economy
https://www.forbes.com/sites/louiscolumbus/2018/12/16/how-china-is-dominating-artificial-intelligence/
https://www.forbes.com/sites/louiscolumbus/2018/12/16/how-china-is-dominating-artificial-intelligence/?sh=24ecd4692b2f
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has more resources available, multiples more well-educated incredibly talented people 
available to do AI-focused work, and many programs popping up, both at Chinese and 
joint international universities.”H 
 
In addition, China is leading in AI technologies aimed at connecting and upgrading the 
entire Chinese industry by 2025, such as producing goods and controlling companies 
while balancing supply and demand.H China's AI strategy is ambitious and provides the 
most resources worldwide for 
its implementation, combining 
a gigantic amount of data with 
talent, companies, research, and 
capital to build the world's 
leading AI ecosystem.H There is 
a tremendous opportunity for 
AI growth in new sectors in 
China, including automotive, 
transportation, logistics, 
manufacturing, enterprise 
software, and healthcare.H 
 
In recent years, specific measures taken by China in AI development were an 
empowerment of national tech companies to lead innovation over government agencies 
developing advances in AI hardware and software (mainly financial, facial recognition, 
speech, surveillance, and data collection technologies).H Militarily China focused on a 
holistic prioritization of AI and cyber capabilities over traditional military spending.H In 
addition, China has focused its educational emphasis on science, technology, engineering 
and mathematics (STEM) fields, further supporting the Party’s AI objectives by 
generating a willing and available workforce.H 
 
Despite signs and actions taken by China that demonstrate their commitment to gaining a 
competitive edge in AI, in all aspects of Great Power Competition, some experts feel that 
the U.S. will continue to foster conditions that promote AI development and utilization to 
a degree that will allow America to maintain the lead.H Some feel that the race isn’t even 
close, and rhetoric indicating otherwise is generated to drum up funding for defense and 
government spending on AI.M Either way, China has taken measures to counter the 
current world order, and an appropriate response is necessary to counter their ambition, or 
they will succeed in achieving their objective.H  
 
 
 

Figure 2: China’s Race for AI Supremacy. Click the image on the 
image or go to: https://www.youtube.com/watch?v=zbzcZr_Nadc  
to view this video. Source Bloomberg. 

https://english.ckgsb.edu.cn/knowledges/china-is-leading-the-world-in-ai/
https://www.forbes.com/sites/cognitiveworld/2020/01/14/china-artificial-intelligence-superpower/?sh=69d1e6892f05
https://www.forbes.com/sites/cognitiveworld/2020/01/14/china-artificial-intelligence-superpower/?sh=69d1e6892f05
https://www.mckinsey.com/capabilities/quantumblack/our-insights/the-next-frontier-for-ai-in-china-could-add-600-billion-to-its-economy
https://uscgpi.com/2022/01/06/how-china-surpassed-the-u-s-in-the-race-for-ai-supremacy/
https://uscgpi.com/2022/01/06/how-china-surpassed-the-u-s-in-the-race-for-ai-supremacy/
https://www.belfercenter.org/publication/china-beating-us-ai-supremacy
https://thehill.com/opinion/technology/592270-no-china-is-not-winning-the-ai-race/
https://thenextweb.com/news/sorry-former-pentagon-expert-but-china-nowhere-near-winning-ai-race
https://hbr.org/2021/02/is-china-emerging-as-the-global-leader-in-ai
https://youtu.be/zbzcZr_Nadc
https://www.youtube.com/watch?v=zbzcZr_Nadc
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Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were generally reliable 
and tended to rely on statistics and corroborate one another. There was adequate time, but 
the analyst worked alone and did not use a structured method. Furthermore, given the 
lengthy time frame of the estimate, this report is sensitive to change due to new 
information.  
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Artificial Intelligence Is Unlikely To Replace Teachers In 
Classroom Settings By 2030, But Almost Certain To Continue To 
Enhance Learning Over The Next Two Decades 
 
Executive Summary 
It is unlikely (31-45%) that artificial intelligence (AI) will replace teachers in classroom 
settings in the near future (2030-2040), but almost certain (86-99%) that AI’s presence in 
classrooms will continue to grow and enhance learning. Due to continued advancements 
in AI applications focused on education, the use of AI in classrooms continues to become 
more prevalent. Both teachers and students lean on AI to aid in instruction, improve 
communication, personalize individual learning, and quickly assess progress and 
give/receive feedback. Critics cite the ethical concerns associated with a reliance on 
technology impeding the development of critical thinking, a potential for the 
dehumanization of education/instruction, and concerns about biases in AI systems that 
could perpetuate educational inequalities. Despite these concerns, with mitigation and 
conscious advancement, AI improves the quality of instruction and assists teachers and 
students in achieving the utmost of the associated learning objectives.  
 
Discussion 
AI is almost certain to 
revolutionize the way 
students learn and 
teachers teach.H AI 
algorithms can analyze 
student data/information 
and adapt to their specific 
style of learning, 
providing feedback and 
recommendations that are 
tailored to their 
individual needs and 
abilities.H Utilizing AI in 
classrooms can help keep 
students engaged and motivated, which results in improvements in their academic 
success.H While AI may become an increasingly valuable tool for educators, it is unlikely 
to completely replace human teachers anytime soon. The human touch and interaction 
between teachers and students are essential components of education that cannot be 
replicated by machines.H 
 

Figure 1: Teach AI, Prepare Our Students for the Future. Click the image 
on the image or go to: https://www.youtube.com/watch?v=ympzqGzfl0U 
to view this video. Source: ISTE. 

https://futurism.com/ai-teachers-education-crisis
https://elearningindustry.com/incorporating-artificial-intelligence-into-classroom-examination-benefits-challenges-and-best-practices
https://elearningindustry.com/incorporating-artificial-intelligence-into-classroom-examination-benefits-challenges-and-best-practices
https://www.tidio.com/blog/ai-in-education/
https://www.youtube.com/watch?v=ympzqGzfl0U
https://youtu.be/ympzqGzfl0U
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AI is already in use in education as a tool for educators. For example, diagnostic tests for 
placing a student in a class and tailoring the curriculum to meet their needs utilize AI.H 
China is also using AI as a teacher’s assistant to conduct administrative tasks and analyze 
teachers’ methods and monitor their performance.H Decreasing teacher workload is 
highly likely (71-85%) to reduce their stress and allow them to be more effective and 
attentive as instructors.H  
 
According to a Global Market Insights Study, more than 50% of schools and universities 
rely on AI for administrative assistance.H Analyzing the future by studying financial 
trends, the global market 
for AI in education 
project reaching 3.68B 
USD by 2023.H These 
numbers clearly predict 
the continued use of AI 
in the classroom and a 
greater reliance on AI in 
future applications.  
 
When considering the 
benefits of and potential 
applications for AI in 
education, the following trend at the top of the list: Personalization, Task Augmentation, 
Improved Communication, Enhanced Lesson Plans, Better Assessment, Increased 
Accessibility, and Cost Effectiveness.H H H Examples for each of the listed trends follow:   
 
1. Personalization. Personalized instruction applications allow systems to adapt to users’ 
specific learning styles and target instructions based on their personalities.H   
 
2. Task Augmentation. Task Augmentation applications such as checking homework, 
grading tests, organizing research papers, maintaining reports, and making presentations 
will assist teachers in focusing on instruction and direct connection with students, while 
AI helps in the administrative minutia of managing a classroom setting – saving time.H        
 
3. Improved Communication. Communication applications, in the form of digital 
assistants, represent AI-powered chatbots available to students at any time and assist with 
tutoring, finding answers, and solving problems.H  
 
4. Enhanced Lesson Plans. AI applications can identify knowledge gaps among students 
within the course material and adjust lessons accordingly to address the gaps.H                  

Figure 2: Global AI Share by Applications. Source: Global Market Insights 

https://www.thetechedvocate.org/will-ai-replace-teachers/
https://www.thetechedvocate.org/will-ai-replace-teachers/
https://futurism.com/ai-teachers-education-crisis
https://www.gminsights.com/industry-analysis/artificial-intelligence-ai-in-education-market
https://bernardmarr.com/will-artificial-intelligence-replace-teachers/
https://www.theedadvocate.org/benefits-artificial-intelligence-education/
https://appinventiv.com/blog/10-ways-artificial-intelligence-transforming-the-education-industry/
https://thejournal.com/articles/2021/06/23/7-benefits-of-ai-in-education.aspx
https://thejournal.com/articles/2021/06/23/7-benefits-of-ai-in-education.aspx
https://www.hmhco.com/blog/advantages-of-ai-in-education
https://thejournal.com/articles/2021/06/23/7-benefits-of-ai-in-education.aspx
https://www.theedadvocate.org/benefits-artificial-intelligence-education/
https://www.gminsights.com/industry-analysis/artificial-intelligence-ai-in-education-market
https://www.gminsights.com/industry-analysis/artificial-intelligence-ai-in-education-market
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5. Better Assessment. AI algorithms can analyze student data from various sources such 
as attendance records, assignments, tests, quizzes, etc., assisting teachers in grading 
assignments, shortening the feedback time, and providing insight into how well their 
students are doing in class, helping them to know where to emphasize focus and review.H 
 

6. Increased Accessibility. 
AI-powered tools like 
speech recognition software 
and text-to-speech 
programs help English as a 
second language students 
and students with certain 
disabilities overcome 
barriers to keeping up with 
traditional classroom 
instruction.H H 
 
7. Cost Effectiveness. 
Incorporating AI into 

classrooms may seem expensive at first, but it is cost-effective in the long run because it 
saves time for teachers and improves academic performance for students.H H 
 
Additionally, AI creates virtual classrooms tailored to individual students’ needs and 
interests. Militarily, this generates significant advantages for a soldier or leader who is 
trying to develop an understanding of an objective or region that is contested.H Virtual 
classroom applications represent the potential for Soldiers to simulate a training or 
combat environment without actually being there – saving time, money, and, potentially, 
lives.H Apart from the known values that virtual classrooms provide to remote learning 
environments, they also link geographically separated users, creating opportunities for 
collaboration and training that would not exist otherwise.  
 
AI has the potential to transform education and instruction by providing personalized 
learning, analyzing student performance, and freeing teachers from time-consuming 
ancillary tasks, but it is not without criticism.H H The cost, a lack of personal connection, 
information breaches, and potential bias all threaten the sanctity of education and a 
positive learning environment.H Therefore, developers and users need to consider the 
ethical implications and potential downfalls of AI technology in teaching and mitigate 
accordingly. 
 
 

Figure 3: Students Interact with AI in the Classroom. Source: The 
Tech Edvocate. 

https://appinventiv.com/blog/10-ways-artificial-intelligence-transforming-the-education-industry/
https://www.languagemagazine.com/2019/02/14/ai-education-humanity/
https://www.thetechedvocate.org/using-artificial-intelligence-help-students-learning-disabilities-learn/
https://www.thetechedvocate.org/cutting-campus-costs-by-integrating-ai-tools-into-the-classrooms/
https://www.hmhco.com/blog/advantages-of-ai-in-education
https://www.military.com/daily-news/2019/12/03/raytheon-unveils-platoon-sized-infantry-combat-simulator.html
https://sdi.ai/blog/the-most-useful-military-applications-of-ai/
https://www.brookings.edu/blog/the-avenue/2019/09/26/ai-is-coming-to-schools-and-if-were-not-careful-so-will-its-biases/
https://livetilesglobal.com/pros-cons-artificial-intelligence-classroom/
https://theknowledgereview.com/using-artificial-intelligence-in-education-pros-and-cons/
https://www.thetechedvocate.org/using-artificial-intelligence-help-students-learning-disabilities-learn/
https://www.thetechedvocate.org/using-artificial-intelligence-help-students-learning-disabilities-learn/
https://www.thetechedvocate.org/using-artificial-intelligence-help-students-learning-disabilities-learn/
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Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were generally reliable 
and tended to rely on statistics and corroborate one another. There was adequate time, but 
the analyst worked alone and did not use a structured method. Furthermore, given the 
lengthy time frame of the estimate, this report is sensitive to change due to new 
information. 
 

Author:  COL Nathaniel C. Stone 
nathaniel.stone.mil@armywarcollege.edu 
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By 2040, Advancements In Artificial Intelligence Augmented 
Robotics Are Highly Likely To Replace Skilled Manufacturing 
Work And Become More Integrated Into Daily Life 
 
Executive Summary 
Due to steady improvements in artificial intelligence (AI) capabilities, advancements in 
robotics are highly likely (71-85%) to integrate into people’s daily lives by 2040. Robotic 
technology is advancing rapidly and will revolutionize many industries over the next two 
decades. Robotics will be used to automate mundane tasks, improve safety and efficiency 
in hazardous environments, and raise the quality of life of its users. Despite realistic fears 
of job losses due to automation and ethical concerns with its implementation, robotics 
will increase economic growth and productivity while creating new career opportunities.  
 
Discussion 
The next two decades will 
be a period of rapid 
growth in the field of 
robotics, and AI will be 
the primary driver of this 
growth.H AI will enable 
robots to become 
autonomous, intelligent, 
and capable of performing 
complex tasks.H AI will 
also enable robots to 
interact with humans in 
more natural ways, 
allowing them to 
understand better and respond to human needs, which will foster interactions and build a 
reliance on the technologies.H  
 
Several different AI technologies are and will continue to enable robots to become more 
autonomous, intelligent, and capable of performing complex tasks.H The most common 
AI technologies used for this purpose are machine learning (ML), deep learning (DL), 
and natural language processing: ML is a type of AI technology that enables robots to 
learn from data and make decisions based on that data.H H DL is a type of AI technology 
that enables robots to learn from large amounts of data and make decisions based on that 
data.H Natural language processing is a type of AI technology that enables robots to 
understand and process natural language.H 
 

Figure 1: Tesla Reveals Walking Optimus Robot to Investors. Click 
the image on the image or go to: 
https://www.youtube.com/watch?v=2dS0aDMQoD4 to view this 
video. Source: CNET. 

https://www.pewresearch.org/internet/2014/08/06/predictions-for-the-state-of-ai-and-robotics-in-2025/
https://www.simplilearn.com/future-of-robotics-article
https://time.com/6097625/kai-fu-lee-book-ai-2041/
https://www.forbes.com/sites/forbestechcouncil/2023/01/27/consumer-robotics-how-artificial-intelligence-is-changing-the-game/?sh=19800fa35b93
https://www.shadowrobot.com/blog/how-ai-and-machine-learning-can-improve-robotics/
https://www.anolytics.ai/blog/applying-artificial-intelligence-and-machine-learning-in-robotics/
https://robotics.umich.edu/research/focus-areas/deep-learning-for-robotics/
https://www.amazon.science/blog/teaching-robots-to-respond-to-natural-language-commands
https://www.amazon.science/blog/teaching-robots-to-respond-to-natural-language-commands
https://www.youtube.com/watch?v=2dS0aDMQoD4
https://www.youtube.com/watch?v=2dS0aDMQoD4
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Other technologies used to enable robots to become more capable of performing complex 
tasks include computer vision, advancements in mobility, and reinforcement learning: 
Computer vision is a type of AI technology that enables robots to recognize and interpret 
images.H Advancements in mobility are enabling robots to interact with their 
environment and better perform physical tasks.H H Reinforcement learning is a type of AI 
technology that enables robots to learn from their environment and make decisions based 
on that learning.H In addition to all these AI technologies, robots are enabled by sensors, 
actuators, and other hardware components specific to the robot's task. Sensors enable 
robots to detect and measure the environment around them, while actuators enable robots 
to interact with the environment.H H Other hardware components, such as motors and 
batteries, enable robots to move, repair/recharge, and power themselves.H It is highly 
likely that, in the case of robotics, the hardware will be the limiting factor in development 
versus the software and processors in most AI applications dealing with robotics. 
 

Regarding manufacturing and 
industry, the International 
Federation of Robotics predicts 
the market exceeding $33 
billion by 2025.H Current trends 
for robotics in manufacturing 
include hardware integration 
with smart technologies such as 
internet of things (IoT) 
solutions, artificial intelligence 
and machine learning 
algorithms, Big Data, and cloud 
computing.H H Additionally, 

agriculture is among the leaders in the implementation of robots and AI as well.H  
 
Holistically, this implies a massive change in the way we work, and it will be necessary 
to put measures in place to counteract job losses.H Retraining the workforce, rethinking 
how entry-level jobs work, and taking advantage of countless new jobs created by 
merging AI optimization with human skills are some of the measures that can be taken.H 
The challenge for leaders will be to develop ways to integrate advanced robotics 
technologies in a manner that augments human performance where applicable and, in 
scenarios where humans have been replaced, find suitable alternatives.  
 

Figure 2: For More on How AI and Robotics Will Influence Daily 
Life. Source: Sam-Solutions  

https://www.intelrealsense.com/robotics/
https://www.youtube.com/watch?v=bf68ln1YbvI
https://www.frontiersin.org/articles/10.3389/frspt.2022.1080291/full
https://www.ri.cmu.edu/pub_files/2013/7/Kober_IJRR_2013.pdf
https://link.springer.com/chapter/10.1007/978-981-19-1983-1_7
https://science.howstuffworks.com/robot1.htm
https://theconversation.com/our-future-could-be-full-of-undying-self-repairing-robots-heres-how-196664
https://www.sam-solutions.com/blog/ai-and-robotics-impact-on-our-lives/
https://www.sam-solutions.com/blog/ai-and-robotics-impact-on-our-lives/
https://builtin.com/artificial-intelligence/artificial-intelligence-future
https://www.sam-solutions.com/blog/ai-and-robotics-impact-on-our-lives/
https://enterprisersproject.com/article/2021/10/automation-3-ways-ease-job-loss-fears
https://singularityhub.com/2019/03/11/3-practical-solutions-to-offset-automations-impact-on-work/
https://www.sam-solutions.com/blog/ai-and-robotics-impact-on-our-lives/
https://www.sam-solutions.com/blog/ai-and-robotics-impact-on-our-lives/
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When considering military 
applications for robotics, 
there are a variety of 
purposes, including 
reconnaissance, 
surveillance, and combat. 
Robots can enter unsafe 
spaces and record video or 
audio to broadcast back to 
a secure location away 
from the threat. They also 
deliver ammunition, carry 
loads, network with air and 
ground drones, surveil high-risk areas, and fire weapons when controlled by humans.H  
 
The military's use of robots raises ethical concerns about the role of humans in warfare. 
However, proponents argue that robots can significantly reduce the risk for Soldiers on 
the battlefield.H As robotics progress from hands-on tools to partners in combat, they will 
become essential components of future military operations.H H H H 
 
In addition to independent robots, exoskeletons are becoming increasingly popular in 
heavy industries, physical rehabilitation, and other sectors.H H The global exoskeleton 
market projects reaching $5.4 billion by 2028.H Soft exoskeletons, consisting of fabric 
and flexible, artificial muscles, are becoming more common as they are lighter and offer 
more range of motion than their metal counterparts.H Incorporating sensors and artificial 
intelligence in exoskeletons is a natural next step.H The future of exoskeletons is 
promising, with lighter loads, limbs, and more.H Researchers at MIT have developed an 
exoskeleton designed to be lighter and requires less power than similar devices already 
under development.H Berkeley Bionics and the University of California, Berkeley, have 
developed two exoskeleton systems, the ExoHiker for walking and the ExoClimber for 
climbing.H A third system that combines the capabilities of the walking and climbing 
systems will be introduced soon.H H 
 
While considering the realistic fears associated with potential job losses due to 
automation and ethical concerns with the implementation of robotics on a grand scale, 
there are also constraints associated with safety, power use, and noise pollution. Robots 
are incredibly loud and require significant power stores to operate, which significantly 
limit their applicable use in a domestic setting - without direct current relays and sound 
reduction measures. Developers must overcome each of these shortfalls before robots are 

Figure 3: An Un-Exploded Ordinance Disposal Robot Safely 
Handles an Unstable Mortar Round. Source: ADS, Inc.  

https://nationalinterest.org/blog/buzz/us-armys-future-all-about-robots-187832
https://www.adsinc.com/news/the-future-of-robotics-changes-to-expect-in-combat
https://www.adsinc.com/news/the-future-of-robotics-changes-to-expect-in-combat
https://nationalinterest.org/blog/buzz/us-armys-future-all-about-robots-187832
https://www.brookings.edu/opinions/wired-for-war-the-future-of-military-robots/
https://www.roboticscareer.org/news-and-events/news/23031
https://www.roboticstomorrow.com/story/2021/10/the-future-of-robotic-exoskeletons-roadblocks-and-recent-advances/17693/
https://www.pewresearch.org/internet/2022/03/17/mixed-views-about-a-future-with-widespread-use-of-robotic-exoskeletons-to-increase-strength-for-manual-labor-jobs/
https://www.roboticstomorrow.com/story/2021/10/the-future-of-robotic-exoskeletons-roadblocks-and-recent-advances/17693/
https://www.roboticstomorrow.com/story/2021/10/the-future-of-robotic-exoskeletons-roadblocks-and-recent-advances/17693/
https://www.roboticstomorrow.com/story/2021/10/the-future-of-robotic-exoskeletons-roadblocks-and-recent-advances/17693/
https://www.scientificamerican.com/article/the-future-of-exoskeleton/
https://www.scientificamerican.com/article/the-future-of-exoskeleton/
https://www.scientificamerican.com/article/the-future-of-exoskeleton/
https://www.scientificamerican.com/article/the-future-of-exoskeleton/
https://www.pewresearch.org/internet/2022/03/17/mixed-views-about-a-future-with-widespread-use-of-robotic-exoskeletons-to-increase-strength-for-manual-labor-jobs/
https://www.adsinc.com/news/the-future-of-robotics-changes-to-expect-in-combat
https://www.adsinc.com/news/the-future-of-robotics-changes-to-expect-in-combat
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used in a practical setting, but considering the technological advances currently, and the 
projected goals, gradual improvements will make way for robots in daily life by 2040.   
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were generally reliable 
and tended to rely on statistics and corroborate one another. There was adequate time, but 
the analyst worked alone and did not use a structured method. Furthermore, given the 
lengthy time frame of the estimate, this report is sensitive to change due to new 
information. 
 

Author:  COL Nathaniel C. Stone 
nathaniel.stone.mil@armywarcollege.edu 
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Mission Command Likely The Most Important Factor For 
Utilization And Prioritization Of Autonomous Systems Through 
2040 
 
Executive Summary 
Unlike the financial driver for commercial research and innovation, mission command is 
likely (56 -70%) the key military factor for utilization and prioritization of autonomous 
weapon projects across the warfighting functions (WFFs). Due to the quick decisions 
needed in the ever-changing operational environments of the battlefield, geographical 
combatant and field level commanders get final decision on utilization and significant 
input on prioritization of new capabilities. Although commercial companies are also 
investing heavily in research and development (R&D) for autonomous weapons, the 
mission command structure is not the leading factor. Despite leveraging commercial 
R&D, projects to support WFF, the DoD will continue to rely on mission command 
concepts as the basis for utilization plans and its prioritization of artificial intelligence 
(AI) research initiatives and autonomous systems. 
 
Discussion 
The military race to build autonomous systems and AI applications increased global 
R&D budgets, as depicted in Figure 1, among both U.S. allies, such as the nearly 3% 
increase in the United Kingdom, and the U.S.’ biggest competitor, China. Chinese AI 

Figure 1: Rise of military AI spending across the globe. Source: Emergent Research 

https://www.emergenresearch.com/industry-report/artificial-intelligence-in-military-market
https://www.emergenresearch.com/industry-report/artificial-intelligence-in-military-market
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investments are likely above $1.6B.H (see China AI Development Report) Commercial 
company research and development funds are determined from the top-down approach 
and the funding allocation is derived based on cost, timing, and improving the company 
bottom-line.M Improving the bottom-line being the most important, which pushes most 
companies to invest heavier in applied research. Unlike these private companies, the 
military prioritization of R&D funding does not put an emphasis on cost. Militaries 
prioritize R&D based on the urgency of the need to support the current or expected 
WFFs.H This approach will be determined not just by the highest-ranking officials, but 
likely based on the entire mission command structure with heavy input from the concept 
plan teams. The DoD routinely procures products, services and equipment from private 
industry R&D funding.M This is no different for current and projected future autonomous 
systems and AI applications.H The commercial companies are investing in the latest AI 
based on two types of research, applied research and development research.M  
 
Most commercial companies spend the bulk of their research dollars on applied research, 
which is less risky for shareholders or company owners.H This applied research is 
conducted on an already matured technology that the company uses to better understand 
the specific needs and purpose of a product and how to license and manage intellectual 
property to gain profits.M The desired result of commercial companies applied research 
funding is an entirely new product, product line, or service that can start the development 
cycle.H Companies have unique processes for R&D decisions, but the primary factors 
commercial companies use to prioritize their research is: engineering workforce, 
innovation funding including tax incentives, collaborations, and ownership to include 
shareholders.M  
 
The steps of the mission command structure is to first provide the commander's intent, 
mission type orders, and conduct decentralized execution to operate at the speed of the 
problem.H Nowhere in this list of factors for commercial companies is the military 
concept of mission command, but it falls between all of these factors, which is why it’s’ 
likely the key factor for military utilization and prioritization of AI applications and 
autonomous weapons. The list below describes each of the commercial factors and how 
that factor ties back to mission command: 
 
Engineering Workforce – With the development of low and no code applications and 
continued expansion of AI, the definition of the engineering workforce continues to 
expand to include business technologists in all fields.H This means there has to be 
synergy between software engineers and subject matter experts to develop and train AI 
applications and autonomous systems.M For military mission command, this means 
having subject matter experts of all disciplines and at all echelon levels trained and ready 
to develop requirements, organize and label training data (see Data Availability Report) 

https://www.nationaldefensemagazine.org/articles/2022/1/6/china-matching-pentagon-spending-on-ai
https://hbr.org/2016/12/how-to-prioritize-your-companys-projects
https://www.nationaldefensemagazine.org/articles/2021/5/28/pentagon-requesting-boost-in-rd-funding-to-compete-with-china
https://defensestudies.net/pages/military-base-requirements-research-and-development
https://www.darpa.mil/program/explainable-artificial-intelligence
https://www.indeed.com/career-advice/career-development/research-and-development
https://ncses.nsf.gov/pubs/nsf22343
https://www.indeed.com/career-advice/career-development/research-and-development
https://www.investopedia.com/ask/answers/043015/what-are-benefits-research-and-development-company.asp
https://raeng.org.uk/publications/reports/increasing-r-d-investment-business-perspectives
https://www.jcs.mil/Portals/36/Documents/Doctrine/fp/missioncommand_fp_2nd_ed.pdf
https://www.gartner.com/en/newsroom/press-releases/2022-12-13-gartner-forecasts-worldwide-low-code-development-technologies-market-to-grow-20-percent-in-2023
https://automatonai.com/combined-expertise-in-ai-an-alliance-of-data-scientists-and-subject-matter-experts/
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and participate in working groups to develop AI and autonomous technologies, not just 
your typical software developers. (see Top ML Algorithm Report) 
 
Innovation Funding – The government also provides tax breaks or cuts for innovation 
that can help in the public sector continue innovation. Unlike China where companies are 
mandated by law to collaborate with the military, American companies are incentivized 
through potential profits and tax breaks.H Although this does not have a direct tie to 
military mission command, innovation funding for commercial companies impacts the 
types of commercial products that get leveraged for military WFFs. Mission command 
will then have to modify the war fighting concepts to fill any gaps not filled with 
commercially available products. With heavy development investments necessary to 
modify the commercial products militaries must be cognizant to not overspend on 
research.M Utilizing the same commercial formula, depicted in Figure 2 below, militaries 
must ensure they are not overspending, but more importantly that the AI and autonomous 
projects are providing the needed capability to defeat adversaries.  

Collaboration – Commercial collaboration for R&D investments increase profits on 
average almost 4% higher than those companies without collaboration.M These 
collaborations may include but are not limited to collaborations with other commercial 
companies, research organizations, military organizations or university research labs.M 
The three-way collaborations with the universities, commercial companies and 
government entities, like the National Science Foundation, connect the broader 
nationwide network for information sharing, create AI solutions across all 
disciplines/sectors and to make AI more plug-n-play and accessible.H To ensure the 
newest technology is available for military use at the speed of need and ahead of U.S. 
adversaries, collaboration is key. The commercial and university collaborations coupled 
with mission command creates a more agile, responsive, and collaborative development 

Figure 2: Simple formula for companies to measure success of R&D. Source: McKinsey & Company 

https://taxpointadvisors.com/blog/view/new-a.i.-or-robotic-developers-can-utilize-rd-tax-credits
https://www.defense.gov/News/News-Stories/Article/Article/3277453/dod-modernization-relies-on-rapidly-leveraging-commercial-technology/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9703404/
https://hbr.org/2018/01/why-companies-and-universities-should-forge-long-term-collaborations
https://beta.nsf.gov/news/nsf-partnerships-expand-national-ai-research
https://www.mckinsey.com/capabilities/operations/our-insights/brightening-the-black-box-of-r-and-d/
https://www.mckinsey.com/capabilities/operations/our-insights/brightening-the-black-box-of-r-and-d/
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process that is better equipped to navigate the complex and rapidly changing landscape of 
AI privacy and security risks.M These collaborations are also key to forming the public 
opinion that will eventually impact the laws surrounding the employment of AI and 
autonomous systems across the military. (see Regulations Report).   
 
Business Owner/Shareholder – Last, the business owner/shareholders construct for 
commercial companies doesn’t apply to government R&D spending; For government 
spending, there are several accountability organizations and congress to weigh in on 
those decisions.H For commercial companies the owner(s) or shareholders are the final 
decision maker for the strategy and funding amount for all R&D projects. For military 
application this concept applies directly to the Joint Capabilities Integration Decision 
System (JCIDS).H Although the prioritization of R&D projects are made at the highest 
levels of military command, the decisions for utilization and employment of these 
technologies are executed at the tactical levels.H  
 
Mission command influences JCIDS decisions by promoting a more flexible and 
adaptable approach to capability development. For example, a focus on mission 
command may lead decision-makers to prioritize R&D solutions that enable greater 
autonomy over solutions that buy more manual weaponry. If this occurs, the decision 
makers heavily consider the advice and counsel of the mission commander and make 
decisions accordingly.H The first two steps of Kotter’s Change Model are to create the 
sense of urgency and recruit powerful change leaders.M For JCIDS decisions that result in 
the development of new acquisition systems, both of these steps are supported by mission 
command.  However, it is important to note that mission command is not a formal part of 
the JCIDS process, and there is no specific guidance on how to integrate the two. Rather, 
the relationship between the two concepts is largely dependent on the specific operational 
context and the priorities of military leaders, also known as commander’s intent.  
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. The analyst used multiple artificial 
intelligence sources for research which included You.com’s chatbot, and Unrestricted 
Intelligence. Sources were generally reliable and tended to corroborate one another. 
There was adequate time, but the analyst worked alone and did not use a structured 
method. Furthermore, given the lengthy time frame of the estimate, this report is sensitive 
to change due to new information. 
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https://ccdcoe.org/uploads/2020/12/Cyber-Threats-and-NATO-2030_Horizon-Scanning-and-Analysis.pdf
https://www.jcs.mil/Portals/36/Documents/Doctrine/fp/joint_ops_fp.pdf?ver=2018-03-29-084007-483
https://www.kotterinc.com/methodology/8-steps/
mailto:reginald.shuford.civ@armywarcollege.edu
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Quantum Inertial Navigation System Likely To Replace GPS For 
PNT Between 2035-2040, Enabling Human-Machine Operations 
In GPS-Denied Areas 
 
Executive Summary 
Quantum inertial navigation systems (QINS) are likely (56-70%) to replace the global 
positioning system (GPS) for primary positioning, navigation, and timing (PNT) in 
military applications between 2035 and 2040 due to rapid advancement in quantum 
sensing technology, and the need to provide an alternative PNT source for military use. 
Despite challenges with the QINS size, weight, and power (SWaP) consumption, the 
vulnerabilities of GPS and the need to stay ahead of near-peer competition, will drive the 
development and adoption cycle, enabling human-machine operations in GPS-denied 
areas. 
 
Discussion 
PNT is a critical component 
of human-machine teaming, 
as it is essential for providing 
reliable communication and 
navigation. Since QINS are 
self-contained, they are 
resistant to jamming and 
spoofing and do not rely on 
satellites for PNT.H QINS 
will enable human-machine 
team (HMT) collaboration 
and navigation in the air, 
underwater, and even 
underground without the vulnerability of GPS.M 
 
The GPS is the primary source of PNT in the U.S. due to its capabilities, availability, and 
no cost to end-users. However, this has led to an overreliance on GPS and limited usage 
of other PNT systems.H The adoption of non-GPS PNT systems is driven by operational 
needs, such as accuracy and safety, which GPS may not provide.H The U.S. military the 
importance of alternate PNT solutions, but still lacks a backup system comparable to GPS 
after decades of studies and legislation.H 
 
GPS satellites, signals, and ground control stations are vulnerable to jamming, spoofing, 
and damage from space debris, solar storms, cyber-attacks, and anti-satellite weapons.M 
Both the People’s Republic of China (PRC)H and Russia have demonstrated anti-satellite 

Figure 1: A U.K. team from Imperial College London demonstrates a 
transportable standalone quantum accelerometer. Click on image or 
go to: https://www.youtube.com/watch?v=xcqkXkWZhbMto view 
video. Source:  Imperial.ac.uk 

https://epjquantumtechnology.springeropen.com/articles/10.1140/epjqt/s40507-021-00113-y
https://www.defenseone.com/technology/2021/11/quantum-sensor-breakthrough-paves-way-gps-free-navigation/186578/
https://www.cisa.gov/sites/default/files/publications/report-on-pnt-backup-complementary-capabilities-to-gps_508.pdf
https://www.cisa.gov/sites/default/files/publications/report-on-pnt-backup-complementary-capabilities-to-gps_508.pdf
https://www.cisa.gov/sites/default/files/publications/report-on-pnt-backup-complementary-capabilities-to-gps_508.pdf
https://www.cnet.com/science/gps-at-risk-those-signals-are-more-vulnerable-than-you-realize/#:%7E:text=GPS%20is%20all%20too%20susceptible,vanishingly%20weak%20and%20easily%20overwhelmed.
https://swfound.org/media/9550/chinese_asat_fact_sheet_updated_2012.pdf
https://www.youtube.com/watch?v=xcqkXkWZhbMto
https://www.youtube.com/watch?v=xcqkXkWZhbMto
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weapons against live satellites, displaying the ability to target U.S. GPS satellites, 
rendering some GPS-guided systems ineffective.H The PRC and Russia both have 
advanced electronic warfare (EW) and electromagnetic spectrum operations (EMSO) 
capable of jamming or spoofing U.S. GPS signals.H Russia’s EW tactics in Ukraine likely 
indicate that the days when U.S. troops could comfortably conduct navigation and 
precision fires enabled by GPS PNT are ending.M  
 
The U.S. has increased efforts to secure military PNT through enhanced anti-jamming 
and anti-spoofing protections on platformsH, improved GPS capabilities through the 
deployment of GPS-III constellationH, and the 2023 planned testing of Navigation 
Technology Satellite-3 (NTS-3) in near-geosynchronous orbit.H While these efforts are 
highly likely (71-85%) to improve the security, reliability, and resiliency of PNT, these 
systems and capabilities are still susceptible to the current GPS vulnerabilities.H  
 
Current inertial navigation systems (INS), consisting of a gyroscope, accelerometer, 
atomic clock, and signal processing module,M provide PNT when GPS is unavailable, but 
are susceptible to measuring acceleration and orientation errors that can accumulate over 
time and become significant, requiring a connection to satellites to correct this drift.H Due 
to their improved accuracy, stability, sensitivity, and precision, QINS offers advantages 
over traditional inertial navigation systems and the ability to operate without GPS.H 
Although the sensors required for quantum inertial navigation have been field tested 
individually, scientists are still faced with the challenge of creating a complete QINS that 
is compact and rugged.H  
 
In 2020, Dr. Kai Bongs, director of innovation at the University of Birmingham, 
predicted that full QINS will likely be available around 2040 due to recent advancements 
in quantum sensing technology that have reduced the sensor sensitivity and the SWaP 
requirements.H  In 2018, a U.K. team from Imperial College London developed a 
transportable standalone quantum accelerometer, but due to its size, it was only usable in 
ships and trains.M  
 
In 2021, a team at the French National Centre for Scientific Research invented a 3D 
quantum accelerometer about the size of a laptop that is 50 times more reliable than 
classical INS.H Even with these advances, QINS are too large and consume too much 
power to use in airplanes, drones, or missile navigation systems due to the requirement 
for a large vacuum system which requires thousands of volts of electricity.H  
 
In late 2021, a group of Sandia National Laboratories scientists developed an avocado-
sized vacuum chamber as a core technology for future navigation systems to solve this 
problem.H By replacing the vacuum-powered system with a pair of devices using 

https://carnegieendowment.org/2021/11/17/dangerous-fallout-of-russia-s-anti-satellite-missile-test-pub-85804
https://www.hudson.org/national-security-defense/the-invisible-battlefield-a-technology-strategy-for-us-electromagnetic-spectrum-superiority
https://taskandpurpose.com/analysis/russia-ukraine-electronic-warfare-us-troops/
https://www.army.mil/article/262096/mounted_assured_pnt_now_and_into_the_future
https://www.gps.gov/systems/gps/space/
https://www.afrl.af.mil/News/Article-Display/Article/3278985/latest-milestone-brings-nts-3-vanguard-closer-to-2023-launch/
https://spacenews.com/u-s-military-doubles-down-on-gps-despite-vulnerabilities/
http://atlas.physics.arizona.edu/%7Ekjohns/downloads/inertial/InertialNavigationSystems.pdf
https://epjquantumtechnology.springeropen.com/articles/10.1140/epjqt/s40507-021-00113-y
https://www.quantum.gov/wp-content/uploads/2022/03/BringingQuantumSensorstoFruition.pdf
https://thequantuminsider.com/2022/10/25/rugged-quantum-sensors-could-guide-vehicles-without-satellites/
https://www.youtube.com/watch?v=eP-_vEloIRc
https://www.imperial.ac.uk/news/188973/quantum-compass-could-allow-navigation-without/
https://interestingengineering.com/innovation/first-ever-3d-quantum-accelerometer
https://www.sandia.gov/labnews/2021/10/22/this-device-could-usher-in-gps-free-navigation/
https://www.sandia.gov/labnews/2021/10/22/this-device-could-usher-in-gps-free-navigation/
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chemical reactions to bind intruders, the Sandia scientists reduced both the size and 
power consumption required for QINS. Sandia scientist Peter Schwind stated, “it is the 
first device that is small, energy-efficient and reliable enough to potentially move 
quantum sensors from the lab into commercial use.”H The device has been sealed and 
operational for over a year, with the Sandia team planning to monitor it for another four 
years to show the technology ready to be fielded. The Sandia team is also investigating 
ways to streamline the device’s manufacturing. This development has proven the ability 
to shrink the QINS to a deployable size without losing reliability.H 
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Multiple artificial intelligence 
sources were used for research, consisting of Writesonic, Perplexity, and Unrestricted 
Intelligence. Sources were generally reliable and tended to corroborate one another. 
There was adequate time, but the analyst worked alone and did not use a structured 
method. Furthermore, given the lengthy time frame of the estimate, this report is sensitive 
to change due to new information. 
 

Author:  LTC Owen S. Adams 
owen.adams.mil@armywarcollege.edu 

 
 

 
 

 
 

https://www.sandia.gov/labnews/2021/10/22/this-device-could-usher-in-gps-free-navigation/
https://www.sandia.gov/labnews/2021/10/22/this-device-could-usher-in-gps-free-navigation/
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Annex A – Terms of Reference 
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Commanding General, U.S. Army Futures Command 

 
 
 

By: 
 

Team Singularity 
USAWC 

 
 
 
 

November 16th, 2022 
  



 
 

HUMAN-MACHINE TEAMING 2030-2040: REDEFINING THE CONTINUUM 
 

 

131 
 

Terms of Reference: 
Human-Teaming on the Battlefield of the Future 

 
 
Requirement:   
 
What are the likely applications7 across the continuum of human-machine team-
ing8 which will be technologically feasible, militarily relevant, and ethically ac-
ceptable through 20409? 

● What are the likely legal and ethical implications which may drive require-
ments or generate limitations?  How are those likely to change between 
now and 2040? 

● What is the future of human-machine teaming across domains with a par-
ticular emphasis on landpower? 

● What are the likely determining factors for the utilization and prioritiza-
tion of autonomous systems across the scope of warfighting functions? 

● How will international and social norms likely evolve regarding the use of 
autonomous systems in combat between now and 2040? 

 
 
Methodology: 
 
In general, the team intends to gather information through various means, in-
cluding but not limited to data collection from open-source outlets and interviews 
with academia, interest area experts, political scientists, ethicists, military strate-
gists, and international analysts. 
 
The team expects to execute this project in the following four steps (Note: This is 
a notional timeline only. The team will remain flexible to take advantage of op-
portunities and to address unforeseen limitations that may arise): 

● Step 1: Data collection from multiple open-source outlets (November 2022 
– January 2023) 

o Evaluate emerging hardware and software currently being tested in 
a lab. 

o Evaluate theoretical technology hardware and software which may 
be in the lab in the next five years. 

o Evaluate how these various technologies will likely interact in sup-
port of military operations. 

 
7 Applications refers to broad use of artificial intelligence and is not limited in scope to software. 
8 There is no published Department of Defense definition for human-machine teaming, however, 
industry standard uses the Brookings institute definition which defines the concept as a 
relationship; one made up of at least three equally important elements: the human, the machine, 
and the interactions and interdependencies between them.  
9 The scope of time will be examined in two blocks: 2030-2035 and 2035-2040. 
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o Explore the new roles, applications, and capabilities for human-ma-
chine teaming. 

o Assess the evolution of artificial intelligence ethics over time and 
impacts on the future of human-machine teaming. 
 

● Step 2: Synthesize (February – March 2023) 
o Evaluate the research findings for evolutions that provide greater 

insight into future roles of human-machine teaming. 
o Identify and confer with government, private sector, and dedicated 

subject matter experts. 
o Evaluate the research findings to determine how humans and ma-

chines can complement each other. 
o Explore additional analytical techniques such as Relevance Tree10, 

Delphi model11, and time series forecasting to inform the topic and 
further the analysis. 

o Determine which potential technologies are relevant to the United 
States Army. 

o Validate findings. 
 

● Step 3: Compile concepts and prepare report (March – April 2023) 
o Compile a comprehensive report that includes the team’s findings 

regarding the unmanned versus minimally/optionally manned mili-
tary technologies in 2030-2040. 

o Determine implications for human-machine teaming in army mod-
ernization to include ethical, moral, and legal aspects. 

 
 

Challenges: 
 

● The team is executing this research in the context of a class at the USAWC 
in addition to their core course load for a Graduate Degree.  

● The allocated time is in conjunction with and limited to the end of the aca-
demic year (April 2023).  

● None of the participants are subject matter experts on the topic.  
● Due to time and equipment constraints, the team has access to only open-

source information and the final product will be unclassified.  
● The amount of research materials available associated with this topic is 

unknown at this time. 
● Funding is available to support travel, but any/all travel will require de-

confliction with competing academic responsibilities.   
 
 

 
10 Relevance Tree is an analytical technique that subdivides a large subject into increasingly 
smaller subtopics. 
11 The Delphi method is a process used to arrive at a group opinion or decision by surveying a 
panel of experts. 
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Resources: 
 

● The team is a diverse group of Army Officers and a career DOD Civilian 
with proven backgrounds in maneuver, aviation, cyber, electronic warfare, 
software acquisitions, testing development and evaluation. 

● The team will utilize all available databases and resources (USAWC and 
elsewhere) to gather information.  

● The team will utilize open-source media and published information from 
academic and professional institutions.  

● The team will utilize all available leverage (personal & professional) to ac-
quire information and insight. 

 
 
Administration: 
 

● The final product will be a PDF document provided to GEN Rainey to be 
used at his discretion and shared with those whom he determines appro-
priate. 

● The team will coordinate with GEN Rainey’s staff toward the end of March 
2023 to coordinate the best time and location for the final out brief. The 
ideal timeline is the week of 24-28 April 2023, but the team will remain 
flexible for all options. 

● The team members are listed below along with contact information. 
o Primary Point of Contact: 

▪ LTC Nicole Washington 
▪ Email: nicole.washington.mil@usarmywarcollege.edu 
▪ Cell: 208-860-7829 
 

o Alternate Team Point of Contact:  
▪ COL Nathaniel Stone 
▪ Email: nathaniel.stone.mil@armywarcollege.edu 
▪ Cell: 478-365-0880 

 
o Team Members: 

▪ COL Dennis Weaver 
▪ LTC Owen Adams 
▪ Mr. Reginald Shuford 

 
  

mailto:nicole.washington.mil@usarmywarcollege.edu
mailto:nathaniel.stone.mil@armywarcollege.edu


 
 

HUMAN-MACHINE TEAMING 2030-2040: REDEFINING THE CONTINUUM 
 

 

134 
 

Annex B – Assessing Analytic Confidence 
 
Peterson Factors 

• How reliable are the sources? 
• How well do the independent sources corroborate each other? 
• What is my/my team’s level of expertise? 
• How effective was my analytic collaboration? 
• Did I use any structured techniques in my analysis? 
• How difficult did I perceive the task to be? 
• Did I have enough time to complete the task? 

 
Friedman Corollaries 

• Is my estimate within the range of reasonable opinion surrounding the 
question? 

• How likely is it that new information will change my estimate? 
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Peterson’s Analytic Confidence Worksheet 
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Annex C – Kesselman List of Estimative Words 
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Annex D – Standard Primary Source Credibility Scale 
Source reliability is noted at the end of each citation as low L, moderate M, or high H. 
The citation is hyperlinked to the source, unless the source is a paid subscription; in that 
instance a footnote is provided at the end of each writing illustrating the source for 
credibility. Source reliability is determined using the Trust Scale and Website Evaluation 
Worksheet found in Annex E. 
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Annex E – Trust Scale and Web Site Evaluation Worksheet 
 

 
 
  

Score: Trust Scale:

Criteria Tips Value Y or N Y or N Y or N Y or N Y or N Y or N Y or N Y or N Y or N 0
15-20 
High

Content can be 
corroborated?

Check some of the 
site's facts 2 2 2

11-15 
Moderate

Recommended by 
subject matter 
expert?

Doctor, biologist, 
country expert

2 2 0
6-10 
Low 

Author is 
reputable?

Google for 
opinions, ask 
others 2 2 0

5-0 
Not Credible

You perceive site 
as accurate?

Check with other 
sources; check 
affiliations 1.5 1.5 1,5

Information was 
reviewed by an 
editor or peers?

Science journals, 
newspapers

1.5 1.5 1.5

Author is 
associated with a 
reputable org?

Google for 
opinions, ask 
others. 1.5 1.5 1.5

Publisher is 
reputable?

Google for 
opinions, ask 

h
1.5 1.5 1.5

Authors and 
sources identified?

Trustworthy 
sources want to be 
known 1 1 1.5

You perceive site 
as current?

Last update?
1 1 1

Several other Web 
sites link to this 

Sites only link to 
other sites they 1 1 0

Recommended by 
a generalist?

Librarian, 
researcher 1 1 0

Recommended by 
an independent 
subject guide?

A travel journal 
may suggest sites

1 1 0

Domain includes  a 
trademark name?

Trademark owners 
protect their marks 1 1 0

Site's bias in clear? Bias is OK if not 1 1 1

Site has 
professional look?

It should look like 
someone cares

1 1 1

Total 20 20 11

    Trust Scale and Web Site Evaluation Worksheet 
(Updated OCT 2013)

Piece of Evidence #:

19 Dec 2001: The criteria and weighted values are based on a survey input from 66 analysts. For details see: http://daxrnorman.googlepages.com/analysis.  Edited for 
simplicity by Kristan J. Wheaton, OCT 2013
3 Feb 2012: Excel Spreadsheet which adds auto-sum was produced  by Bill Welch, Deputy Director, Center for Intelligence Research Analysis and Training, Mercyhurst 
College.
26 Jan 2013: Trust Scale and Web Site Evaluation Worksheet is in the PUBLIC DOMAIN.  
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Annex F– Team Singularity Mind Map  
 

 
 

https://mm.tt/map/2691794282?t=43Np4VmaXX


 
 

HUMAN-MACHINE TEAMING 2030-2040: REDEFINING THE CONTINUUM 
 

 

140 
 

Annex G– The Four Continua of Human-Machine Teaming 
 
The first continuum distinguishes the spectrum of non-social and social systems artificial 
intelligence (AI) systems. Non-social AI refers to systems not designed to interact with 
humans or other robots in a social context. Conversely, social AI refers to systems 
designed for advanced interaction with humans, other AI systems, and/or robots in a 
social context with increasingly sophisticated anthropomorphic qualities.  
 
The second continuum examines the progressive degree of autonomy from Human In the 
Loop (HITL) through Human out of the loop (HOOTL). HITL refers to a process where a 
human is involved in decision-making and heavily influences the environment. The 
middle of the scale is Human On the Loop (HOTL), where an AI system has the ability to 
execute the mission, but a human supervises and can override the decisive action. The 
opposite end of the continuum is HOOTL, where AI systems operate autonomously 
without direct human involvement in the decision-making process. 
  
The third continuum focuses on narrow versus broad, where narrow refers to systems 
that are designed to handle a singular or limited task with pre-defined functions while 
broad refers to a system that executes multiple tasks, and can learn, reason, and 
understand with human-like cognitive ability (but below the level of artificial general 
intelligence (AGI) or superintelligence (ASI), which are distinguished by being self-
aware, sentient and consciousness). 
 
The fourth and final continuum differentiates between non-robotic and robotic systems, 
where non-robotic refers to AI systems that are mostly software-based and operate 
primarily on traditional computer hardware, normally designed for specific tasks. Robotic 
AI systems are implemented using advanced software, and multi-functional programing 
but are characterized by specialized hardware as the primary performance platform. 
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Annex H– Acronyms  
 
2D – Two dimensional  
3GPP – 3rd Generation Partnership Project 
3D – Three Dimensional  
6G – 6th Generation  
A2AD – Anti-Access/Area Denial 
AGI – Artificial General Intelligence 
AI – Artificial Intelligence 
AIAA – American Institute of Aeronautics and Astronautics  
AICA – Autonomous Intelligent Cyber Defense Agents 
APT – Advanced Persistent Threats 
AR – Augmented Reality 
ARL – Army Research Lab 
AS – Autonomous Systems  
BCG – Boston Consulting Group 
BCI – Brain Computer Interfaces 
BMW – Bayerische Motoren Werke AG 
BRAIN – Brain Research Through Advancing Innovative Neurotechnologies 
C2 – Commaand and Control 
CASTLE – Cyber Agents for Security Testing and Learning Environments 
CCDC – Combat Capabilities Development Command 
CCP – Chinese Communist Party 
CGC – Cyber Grand Challenge 
CHATGPT– Chat Generative Pre-Trained Transformer 
CLAWS – Cognitive Lethal Autonomous Weapons Systems 
COTS – Commercial Off The Shelf 
CPU – Central Processing Unit 
CWIS – Close In Weapon System 
DARPA – Defense Advanced Research Projects Agency 
DPRIVE – Data Protection in Virtual Environments 
DL – Deep Learning 
DoD – Department of Defense  
DNN – Deep Neural Networks 
ECoG – Electrocorticography 
EEG – Electroencephalography 
EDR – Endpoint Detection and Response 
EM – Electromagnetic 
EPO – European Patent Office 
EU — European Union 
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EV – Electric Vehicles 
EW – Electronic Warfare 
FHE – Fully Homomorphic Encryption 
FTC – Federal Trade Commission 
GPS – Global Positioning System 
GOFAI – Good Old-Fashioned AI 
GOTS – Government Off The Shelf 
GUI – Graphic User Interface  
HA – Human Augmentation 
HAIT – Human- Artificial Intelligence Teaming 
HE – Homomorphic Encryption 
HITL – Human In The Loop 
HMT – Human-Machine Teaming 
HOTL – Human On The Loop 
HOOTL – Human Out Of The Loop 
HRT – Human-Robot Teaming 
IDC – International Data Corporation  
IDS – Intrusion Detection System  
IEEE – Institute of Electrical and Electronics Engineers 
INS – Inertial Navigation Systems 
IoMT - Internet of Military Things 
IoT – Internet of Things 
ISO – International Organization for Standardization 
ITU – International Telecommunication Union 
IV – Intravenous 
IVAS - Integrated Visual Augmentation System  
JCIDS – Joint Capabilities Integration Decision System 
KNN - k-nearest neighbors (AI Algorithm) 
LAWS – Lethal Autonomous Weapons Systems 
LI – Lithium-ion 
LLM – Large Language Models 
LLN – Liquid Neural Networks 
LSCO – Large-Scale Combat Operations 
M2M – Machine-To-Machine 
MCF – Military Civil Fusion 
MEnTs – Electromagnetic Nanotransducers 
MIT – Massachusetts Institute of Technology 
ML – Machine Learning 
MR – Mixed Reality 
N3 – Next-Generation Non-surgical Neurotechnology 
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NATO – North Atlantic Treaty Organization 
NIST – National Institute of Standards and Technology 
NLP – Natural Language Processing 
NLU – Natural Language Understanding 
NTS-3 – Navigation Technology Satellite-3 
PHE – Partially Homomorphic encryption 
PKC –Public-key Cryptography 
PNT – Positioning, Navigation, and Timing 
PQC – Post-quantum Cryptography 
PRC – People’s Republic of China  
QINS – Quantum Inertial Navigation Systems 
RAI – Responsible Artificial Intelligence 
RAM – Random Access Memory 
RAS – Robotics and Autonomous Systems 
R&D – Research and Development 
RDTE - Research, Development, Testing, and Evaluation 
R&E – Research and Engineering 
REAIM – Responsible AI in the Military Domain 
REDOD – Research and Engineering for the U.S. Department of Defense 
SHE – Somewhat Homomorphic Encryption 
SIEM – Security Information and Event Management 
SNN – Spike Neural Network 
SOC – Security Operation Centers 
STEM – Science, Technology, Engineering and Mathematics. 
SVM - Support Vector Machine 
SWaP – Size, Weight, and Power 
Tbps – Terabit Per Second 
THz – Terahertz 
UK – United Kingdom 
UNESCO – United Nations Educational, Scientific and Cultural Organization 
USAWC – United States Army War College 
VAR – Virtual and Augmented Reality 
VR – Virtual Reality 
V-TOC – Virtual Tactical Operations Center 
VUI – Voice User Interface 
WEP – Words of Estimated Probability 
WFF – Warfighting Functions 
XR – Extended Reality 
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Annex I– Team Singularity Final Presentation 
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Mr. Reginald Shuford
COL Nathaniel Stone
LTC Nicole Washington
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Human-Machine Teaming 2040
Terms of Reference:

What are the likely applications across the continuum of
human-machine teaming which will be technologically
feasible, militarily relevant, and ethically acceptable
through 2040?

•    What are the likely legal and ethical implications which may drive
requirements or generate limitations? How are those likely to
change between now and 2040?

• What is the future of human machine teaming across domains?

• What are the likely determining factors for the utilization and
prioritization of autonomous systems across the scope of war
fighting functions?

• How will international norms likely evolve regarding the use of
autonomous systems in combat between now and 2040?

Key Findings

Applica�ons for Human -Machine Teaming Highly Likely to Be:
• Four Con�nua
• Military Relevant and Technically Feasible
• Ethically Acceptable



 
 

HUMAN-MACHINE TEAMING 2030-2040: REDEFINING THE CONTINUUM 
 

 

147 
 

 
 
 

 
 
 
 
 
 

Level of Social Interaction:
Non-Social to Social

Non-Social Social

Level of Autonomy:
Human In – On – Out of the Loop

Human in the Loop Human Out of the Loop
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Level of Capability:
Narrow to Broad

Narrow Broad

Level of Robotics: Non-Robotic to Robotic

Non-Robo�c Robo�c
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Legal & Ethical
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• Lack of Standardized Governance
• Interna�onal Humanitarian Law
• Bias & Security
• Trust

Human Machine
Teams Across
Domains
•    Human-Robot Teaming
• Human-AI Teaming
• Human Augmentation
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