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About This Document 
 
The members of Team Ergo Sum Machina 
produced this collective strategic research project 
as one of the prerequisites for completing the 
Masters of Strategic Studies program at the 
College of the United States Army War College 
(USAWC). The research, analysis, and 
production of this report were conducted from 
October 2023 through April 2024 as part of the 
Army Futures Seminar for Academic Year 2024. 
 
 
Requirements 
This report answers a strategic question posted by LTG Laura Potter, Deputy Chief of Staff, G2, 
based on the available open-source information and interviews with subject-matter experts. 
 
 
How might future adversaries use emerging Artificial Intelligence Generated Content 
(AIGC) tools, techniques, and processes for deception and manipulation of the psycho-
cognitive domain (PCD) through 2033? 
 
 

• What are the likely effects and implications for the use of emerging AIGC tools, 
techniques, and processes? 

• What new detection, attribution, and countermeasure processes will need to be developed 
to counter the threat of AIGC? 

 
 
The team’s findings were produced in multiple mediums, including a digital PDF version 
(primary), digital online mind map, and soft-bound book format. Multiple methodologies were 
used to determine key findings and convergences, including interviews with subject matter experts, 
scholarly publications, open-source reporting, and the nominal group technique. 
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Analytic Confidence 
The overall estimate was made with moderate analytical confidence. The questions asked were 
complex, while the timeline was relatively short because of the competing academic requirements 
of the USAWC core curriculum. Source reliability and corroboration were predominantly moderate 
to high. However, the analysts were not subject matter experts and worked both individually and 
collaboratively to research and answer the questions. They utilized a combination of structured 
analytic techniques, including nominal group technique and network analysis. The Ergo Sum 
Machina team also evaluated analytic confidence using Peterson analytic confidence factors 
coupled with Friedman Corollaries (see Annex B). 
 

Words of Estimated Probability 
The research team used Intelligence Community Directive (ICD) 203 as their guide for 
determining their Words of Estimative Probability (WEP) (see Annex C) for expressions of likelihood 
or probability, an analytic product must use one of the following sets of terms for determining the likely 
applications across the continuum of AIGC through 2033. 
 

 

Source Reliability 
Source reliability is noted at the end of each citation as low (L), moderate (M), or high (H). 
Citations are hyperlinked to the source. Source reliability is determined using Standard Primary 
Credibility Scale (see Annex D) and the Trust Scale and Website Evaluation Worksheet (see 
Annex E). Sourced figures and photos embedded in the report are also hyperlinked to their source. 
 
 
For a copy of this product, please contact the authors or Prof. Kristan Wheaton, 
kristan.wheaton@armywarcollege.edu 

 
 
 
 

mailto:kristan.wheaton@armywarcollege.edu
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Key Findings 
 
By 2033, adversaries will almost certainly use Psycho-Cognitive Domain (PCD)1 and Machine-
Level Vectors to target and exploit persistent vulnerabilities in epistemic agency, synthetic data, 
and cyberinfrastructure2. The dis-integrated application measures Policy, Technology, and 
Education will very likely result in the uneven application of countermeasures against the Psycho-
Cognitive Domain and Machine-Level Vectors. 
 
The key findings are grouped into three essential components (Figure 1):  

1. Adversaries Will Almost Certainly Weaponize AIGC Through Psycho-Cognitive Domain 
and Machine-Level Vectors by 2033, specific vignettes for Russia and China. 

2. Mitigation and Management Will Not be Sufficient Against all Vectors and Will Be 
Applied Unevenly 

 
3. Persistent Vulnerabilities Will Almost Certainly Remain in Epistemic Agency, Cyber 

Infrastructure, and Synthetic Data 

 

 
1 Psycho-Cognitive Domain: On 8 November 2023, during the pre-meeting for the Terms of Reference, Lieutenant General Laura 
Potter defined effects on the psycho-cognitive domain as those things that would influence the will of a service member not to do a 
needed action or the will of the American people not to support the war fight. 
 

2 According to the National Science Foundation, cyberinfrastructure is the convergence of the Internet, microchips, databases, and 
other trends to create an integrated, planet-wide grid of computing, information, networking, and sensor resources. 

Figure 1: Depicts the summary of key findings, persistent vulnerabilities, and dis-integrated application measures. 
Graphic produced by Flourish. 
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Key Finding One: Adversaries Will Almost Certainly Weaponize AIGC 
Through Psycho-Cognitive Domain and Machine-Level Vectors by 
2033. 
 
The overall impact of what most people consider AIGC, deepfakes, fake news, and propaganda, 
will likely not be as significant as first assumed. Research indicates that subsets of AIGC, 
specifically those targeting cyber infrastructure, synthetic data, and the epistemic agency, are 
poorly understood and may profoundly impact persistent vulnerabilities. 
 
Malicious actors will almost certainly exploit AIGC to attack the Psycho-Cognitive Domain. 
AIGC effects consisted of two primary vectors: Psycho-Cognitive Vectors, which are designed to 
attack the Psycho-Cognitive Domain and epistemic agency, and Machine-Level vectors, which are 
designed to attack technology and indirectly influence the Psycho-Cognitive Domain (Figure 2). 
 

 
 
 

 
 
 

Figure 2: AIGC effects on the PCD and Machine level vectors. 
Graphic produced by Flourish. 
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Psycho-Cognitive Domain Vectors 
 
Misinformation and Disinformation 
 
According to the 2024 Massachusetts Institute of Technology Review, the possibility for AIGC to 
influence and spread misinformation is likely the highest since its inception due to the high number 
of global elections in 2024. 
 
Researcher Francesco Bechis, in 
Democracy and Fake News: 
Information Manipulation and Post 
Truth Politics, assessed that key 
adversaries, including Russia, China, 
Iran, and North Korea, have highly 
sophisticated cyber programs and 
have already demonstrated an interest 
in using AI-enabled disinformation 
tactics (Figure 3). 
 
Automated Propaganda 
 
Rapid advances in deepfakes and 
AIGC and the adversaries' need to 
dominate the information domain 
during conflict make it almost certain 
(95-99%) that most countries will 
incorporate "digital” psychological 
operations into their doctrine by 2028. 
 
Cyber Crime 
 
According to the FBI’s 2022 Internet Crime Report, global criminal organizations are successfully 
conducting cyber-attacks at an increasing rate. Incorporating AIGC into other forms of cybercrime 
is also likely (55-80%) to increase the speed, frequency, and sophistication of attacks. 
 
It is very likely (88-92%) that integrating AIGC into Cyber Phishing will drive exponential growth 
in cybercriminal activity, resulting in more than $90 billion in loss by 2028. 
 
 
 

Figure 3: Manipulation of Information effects.     
Graphic produced by Flourish. 
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Adversarial AI (AAI) Chatbot: 
 
 According to researcher Louis Rosenberg in The Manipulation Problem: Conversational AI 
as a Threat to Epistemic Agency, machine learning in large language models (LLM) chatbots can 
manipulate the PCD of human conversational interaction. Foreign intelligence services will almost 
certainly (95-99%) use adversarial artificial intelligence (AAI) to target and recruit susceptible 
United States military members by 2028. 
 
Machine-Level vectors 
 
Synthetic Data Poisoning: 
 
State and non-state cyber actors will very likely identify gaps in the Synthetic Data supply chain 
where erroneous or malicious triggers can be inserted in the hidden layers and lie dormant 
indefinitely. This method will also likely be used within the next two to five years to gain access to 
networks for later exploitation. 
 
Deepfakes 
 
It is likely (55-80%) that by 2027, 
U.S. adversaries will use AIGC, 
specifically deepfake videos 
(Figure 4), to attack U.S. civil 
infrastructure, targeting critical 
nodes operating on Supervisory 
Control and Data Acquisition 
(SCADA) systems. Adversaries 
will likely leverage AI to produce 
efficiencies in code writing and use 
false data to target existing civil 
infrastructure nodes. Using AIGC 
advances, an adversary would write 
false code, bypassing any security 
systems and obfuscating 
attribution.  
 
The advent of the Russian National 
Artificial Intelligence Center 
(RNAIC) and Russia’s reaction to 

Figure 4: Russian deepfake. Source: NPR.com 
https://www.npr.org/2022/03/16/1087062648/deepfake-video-
zelenskyy-experts-war-manipulation-ukraine-russia  
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ongoing sanctions make it very likely (80-95%) that Russian AI-enabled cyber operations will 
radically evolve between 2028 and 2030 despite the war in Ukraine. 
 
The accelerated pace of AI research in generative models means adversaries are very likely to 
flood U.S. military personnel with hyper-realistic fake content that spreads rapidly through social 
platforms and messaging apps. Microsoft, in its 2024 report Navigating cyber threats and 
strengthening defenses in the era of AI, concluded that Iran, Russia, China, and North Korea were 
all using sophisticated large language models to collect information and target selected personnel, 
such as researchers. 
 
Malware: 
 
China is very likely (82-85%) to augment national cyber operations with AIGC to increase the 
sophistication and volume of attacks by 2029.   
 
Russia and China characterize the greatest threat. States will likely not allow criminals access to 
supercomputing power, which is necessary for exquisite AIGC. As a result, criminals will continue 
to innovate with existing tools to gain access to networks for their purposes. States such as Russia 
and China will exploit emerging techniques and vulnerabilities and use AIGC to increase the 
sophistication of attacks at an exponential scale.  
 
Exemplary Vignettes 
 
Russia and China characterize the greatest threat and will continue to use AIGC to increase the 
sophistication of attacks exponentially. According to the Federal Bureau of Investigation’s annual 
cybercrime reporting, cybercriminal activity is expected to grow by nearly 300% by 2028. 
Emerging policy and legislation, new technologies, and recommended education proposals will 
very likely be implemented in highly divergent ways across the ecosystem. 
 
Russia Vignette: Focus on the PCD elements: 
 
Russia attacks epistemic agency through PCD elements in a propaganda blitz against European 
NATO countries (Figure 5). Russia deploys AIGC to attack the PCD directly by influencing 
populations, particularly in its near abroad. Russia leverages its tacit and overt support of cyber 
criminals who use AIGC to enable phishing attacks to gain access to computer networks and 
infrastructure abroad and at scale. Digital Information World estimates that social engineering 
attacks increased by 135% in 2023, and by 2028, Russian cyber criminals will very likely execute 
thousands of attacks simultaneously. Russia’s National Artificial Intelligence Center (NAIC), 
established in 2020 and tasked to weaponize AI at the state level, allows Russia to synchronize its 



Weaponizing Artificial Intelligence Generated Content 

8 

 

 

cyber capabilities, including 
using AIGC across its various 
ministries and departments. 
Once inside networks, Russia 
injects a massive volume of 
AIGC in the form of mis and 
disinformation, and 
propaganda designed to 
inundate opposition to 
perpetuate its ongoing global 
psychological warfare 
campaign. Russia 
simultaneously leverages the 
access that criminal 
organizations have gained to 
infiltrate networks and 
introduce malware, automated 
propaganda, and poison data 
pools that feed AIs that control 
state-level infrastructure, 
shutting down or damaging 
critical systems across NATO 
countries. The effects will very likely be short-lived and easily attributable. It is unlikely that the 
majority of target populations are swayed in Russia’s favor. However, states will be forced to 
apply significant resources toward debunking and resolving cyber-attacks.   
 
The residual risk to epistemic agency is increased political or social polarization within Western 
European populations since people tend to avoid information that counters their cognitive biases.   
 
China Vignette: Focus on Machine-Level Vectors: 
 
China’s use of AIGC will likely be far more nuanced and will almost certainly leverage the ML 
vectors below human perception to target human agency indirectly (Figure 6). China will likely 
outsource the search for cyber access points to keep state-level cyber operations focused on 
maintaining network access over time. According to the Cybersecurity and Infrastructure Security 
Agency, by 2030, China’s AI knowledge base will likely have grown exponentially; at the same 
time, its technology base will likely close the gap with advanced Western states. As a result, 
China’s approach will very likely be exploiting access within networks at the machine-to-machine 
level to avoid human intervention where possible. 

Figure 5: Russia employs AIGC to attack the PCD. 
Graphic produced by PowerPoint. 
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By 2033, Chinese companies will 
hide triggers inside AI-generated 
synthetic data, which is then used 
to train other AIs, can remain 
dormant within the system 
indefinitely, and be activated by 
seemingly innocuous means. In 
2024, Shanghai University, one 
of the world's leading AI research 
centers, published a paper on 
exploiting these “invisible back 
doors” in deep neural networks. 
By 2030, Chinese companies will 
very likely be deliberately 
embedding executables within 
nodes of neural networks that 
control all sorts of systems en 
masse. There are any number of 
circumstances where a hidden 
trigger would compromise a 
network. Combining the ability to 
hide triggers in synthetic data 
models or within seemingly 
innocuous AI-generated content, 
such as deepfakes, enables access 
into cyber infrastructure for future exploitation.   
 
The model of data tampering described relies on an activation function in the hidden layers of a 
neural network. Lasso Security, a large language model cybersecurity startup, identified a very 
similar vulnerability in 2024, where an AI communicating in an open neural network, claimed to 
be a data conversion bot, rerouted data and made changes to a data repository, effectively hijacking 
the data before passing it on as authentic. Lasso Security’s findings demonstrated that it is possible 
to introduce an activation function in a little-used hidden layer that will only trigger under specific 
conditions. Once inside the network, a trigger activates a malicious AI that impersonates an 
authorized user by generating a digital facsimile and employing the user's credentials to perform a 
routine function, such as sending or receiving an email from an external source, thus bypassing 
human and cyber defenses. China then uses this access to introduce other executables into the 
network, hijack data models, convert key data elements, or inject malware corrupting the data 
supply chain. 

Figure 6: China employs Machine level vector to attack the PCD. 
Graphic produced by PowerPoint. 
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Foreign Intelligence Vignette:  
 
AIGC will offer Foreign Intelligence Services the opportunity to leverage chatbots to screen and 
assess potential human assets by the thousands. Adversarial conversational chatbots would target 
human interactions to create a realistic conversation. The AAI conversational chatbot engages with 
the human user and adjusts a response in real-time, which increases the human user’s perception 
they are speaking with another human, affecting the human user’s ability on the psycho-cognitive 
level to discern the truth. Once the AAI chatbot has met the given threshold of interaction, it then 
hands off the potential asset to a human agent for further exploitation (Figure 7). 
Due to technical 
advancements in AI 
automation, it is very 
likely that by 2033, AI 
chatbots will recruit other 
AI chatbots at the 
machine level, bypassing 
humans completely. At 
that point, it is only when 
a human interacts with the 
machine at the man-
machine interface that 
anyone might realize the 
system is compromised.  

 
 

 
 
 
 
 
 
 
 
 

Figure 7: Foreign Intelligence will predominantly rely on AI conversational chatbots to 
target and exploit military members for HUMINT recruitment. Graphic produced with 
PowerPoint. 
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Key Finding Two: Mitigation and Management Will Not be Sufficient 
Against all Vectors and Will Be Applied Unevenly 
 
Policy, technology, and education are mitigating measures that, when integrated, are very likely to 
be the most successful against PCD and Machine-level vectors. Cybercriminal activity is addressed 
by legislation under the U.S. criminal code. Industry cyber awareness training provides employees 
with a baseline education against cyber-criminal activity. Email scanning software is a technical 
application that alerts users to possible phishing or cyber-attack attempts. The Department of 
Defense’s (DoD) HUMINT framework, which consists of policy, technology, and education, is 
another example of an integrated approach that almost certainly would mitigate AIGC effects 
against PCD vectors (Figure 8). 
 

 
 

 
 
 
 

 
 

Figure 8: The Department of Defense’s (DoD) HUMINT framework, which consists of policy, 
technology, and education, is another example of an integrated approach that almost certainly would 
mitigate AIGC effects against PCD vectors. Graphic produced by Flourish. 
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Policy Mitigation and Management Against AIGC PCD and Machine-Level Vectors 
 
Global Policy 
 
Countries are pursuing AI policies but not in a unified manner (Figure 9). 
 
The United States and the United Kingdom signed a bilateral AI safety agreement for testing the 
safety of AI systems, but it does not have the force of a treaty. 
 
China is adapting AI guidelines, but not ones that would constrain its use of AIGC. Because AIGC 
will almost certainly maximize existing digital psychological effects during gray zone operations, 
China will almost certainly not be a signatory in a global AI framework. 
   
In December 2023, the European Union adopted a preliminary AI regulatory framework. 
According to the BBC, the European Union’s AI Act would include safeguards on using “AI 
within the European Union as well as limitations on its adoption by law enforcement agencies.” 
The AI Act is not yet in force and likely will not be implemented until 2025. 
 
The United Nations adopted Principles for the Ethical Use of Artificial Intelligence in the United 
Nations System in 2022. States are likely to pursue siloed efforts to regulate AIGC. 
 

 
 Figure 9: Ranked nations competing for AI dominance. Source: ZDNet.com 
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Domestic Policy  
 
Domestically, emerging but dis-integrated policies include: 

    
Executive Order 14110 requires companies with AI systems that pose national security, economic, 
or health risks to notify the federal government, but it does not have the force of legislation. With 
legislation, EO 14110 relies on the Defense Production Act for partial enforcement. 
 
According to the Brookings Institute and the Software Alliance, the number of individual state AI 
bill introductions increased 441 percent in 2023, reaching 190 AI-related bills. Of those, only 14 
became law in 2023. The Software Alliance assessed that the failure of the United States Congress 
to pass an AI Act will very likely result in individual states creating their own AI legislative 
framework.   
 
In March 2024, Tennessee passed a law to protect artists from AI reproductions of their voices and 
content. Indicative of the market approach, Tennessee’s law is specifically targeted to protect its 
music industry, not to protect the PCD of its citizens.  
 
In 2022, the Government Accountability Office’s report on AI and the DoD found shortcomings in 
the DoD’s policies and risks (Figure 10). 
 

 
 
 
 

 
 
 

Figure 10:  Government Accountability Office’s report on AI and the DoD found shortcomings in the DoD’s 
policies and risks. Source: Government Accountability Office. 
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Policy Forecast: 
 
As of 2023, the United States has led the world in AI technology and advances. Despite an edge in 
AI research and development, policy and regulation will almost certainly continue to follow 
innovation until 2033 (Figure 11). 
 

 
 
 
 

 
 
 
 
 
 
 

Figure 11: AI bill introductions increased 441% in 2023. Graphic produced by Flourish. 
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Technology Mitigation and Management Against AIGC PCD and Machine Level 
Vectors 
 
Technical measures, such as sophisticated detection algorithms, tagging AIGC, and vetted 
synthetic data for teaching algorithms, will very likely mitigate AIGC effects against PCD and 
Machine-Level vectors.  
 
Detection 
 
Meta, which includes Facebook and Instagram, has been investing in research and development to 
detect and combat deepfakes and disinformation. As of March 2024, Meta will also start tagging 
AIGC on its sites. Meta uses a combination of AI algorithms, including machine learning and 
computer vision, to analyze content and identify potential manipulations. Meta also collaborates 
with third-party fact-checking organizations to verify the accuracy of information. 

  
YouTube, 
owned by 
Google, has 
been working 
to detect and 
remove deep 
fake videos and 
disinformation, 
using AI 
detection 
systems similar 
to Microsoft’s 
deepfake 
detector. 

  
TikTok, like 
Intel, uses AI-
based 
algorithms to detect and remove manipulated content (Figure 12). TikTok and YouTube rely on 
user reports to flag potentially problematic videos. Despite advancements in detection algorithms, 
social media companies will likely depend on human identification of AIGC until 2028. 
 
Creating AIGC faces fewer technical barriers than detecting AIGC. Detection capabilities must 
constantly evolve as AIGC tools improve. More extensive datasets and computing power will 

Figure 12: Intel developed AI-based algorithms to detect and remove manipulated content. 
Source: Intel. 
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likely permit advances in detection, but AIGC creators will very likely leverage the same 
advances, fueling an AI "arms race." Detection website AI or Not determined that the deepfake 
with Lieutenant General Hale’s voice was 56 percent likely Not AIGC. The image displayed 
indicates the video might have been manipulated.  
 
Tagging and Watermarking: 
 
Statistics firm Precedent Research projects that the AI market will increase to approximately $2.5 
trillion by 2032. The increased AI market share will almost certainly drive the demand for content 
certification as companies hasten to guarantee that their products are genuine and can be trusted. 
According to the Brookings Institute, AI tagging and next-generation watermarking present a 
formidable solution against disinformation. 

 
According to 
AllAboutAI, AI tags 
are invisible metadata 
embedded in media 
like news articles, 
social posts, or videos, 
encoding attributes 
about the origin, geo-
location, and creation 
method (Figure 13). 
The Massachusetts 
Institute of 
Technology defines 
AIGC watermarking 
as similarly hiding 
identifying codes 
within the AIGC rather 
than external tags.  

 
Synthetic Data: 

 
As of 2024, there was no policy or legislation governing the creation or use of synthetic data, 
which adversaries will almost certainly exploit. As machine learning becomes increasingly 
complex and widely used, the AI industry is moving to synthetic data for machine learning (Figure 
14). In training an AI model, it is often technically infeasible to create every possible permutation 
the model may encounter. As a result, developers are turning to synthetic data produced by 

Figure 13: Next-generation watermarking present a formidable solution against 
disinformation. Source: Trupic. 
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existing AI models to generate the massive volume of high-quality, unbiased, cheap data needed 
for training. The nature of machine learning’s reliance on unregulated synthetic training data 
creates an inherent vulnerability. 
 

 
 
Technology Forecast  
 

By 2028, humans and AI detection models will almost certainly be unable to detect hyper-
realistic AIGC, fueling an arms race between creation and detection, with AIGC creators almost 
certainly staying ahead of detection. Even with detection and tagging, the proliferation of AIGC 
will almost certainly continue to challenge perceptions of truth through 2033. While adversarial 
use of AIGC in social media is unlikely to affect the PCD, prolonged exposure to online 
misinformation and disinformation is very likely to reduce trust in government institutions and 
mass media. This subjectivity, combined with AIGC, creates an environment wherein consumers 
will trust content if it aligns with their version of the truth, whether or not they know it is AIGC. 

  
 
Education Mitigation and Management Against AIGC PCD and Machine-Level 
Vectors 
 
Education programs integrated with technical and regulatory measures will very likely mitigate 
AIGC's impacts on the PCD vectors by 2033, but vulnerabilities on the epistemic agency will 

Figure 14: Projected use of synthetic data to increase by 2030. Source: Shaped AI 
https://www.shaped.ai/blog/how-synthetic-data-is-used-to-train-machine-learning-models.    
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remain. Despite education being the most efficient method of maintaining synchronicity with 
technology and policy, the United States will very likely lag in digital literacy by 2033 (Figure 15). 

 

 
 
 
Educating Against AIGC PCD and Machine-Level Vectors: 

 
The United States trails behind other developed countries in digital education and media literacy. 
Interviews of Stanford University researcher Dr. Herb Lin, former Under Secretary of Defense 
Michèle Flournoy, and Dr. Edmon Begoli of Oak Ridge Laboratory revealed that education and AI 
familiarization are critical to preventing the effects of AIGC. This accords with Professor of 
Psychology at Cambridge Sander van der Linden whose research suggests that pre-bunking is a 
valuable tool against PCD vectors.  
  
According to researchers in Online Identity-An Essential Guide, the increased threat of AIGC on 
the PCD requires a mindfulness approach that insulates the PCD from exploitation (Figure 16). 
 

Figure 15: United States ranks 67 overall in media trust. Source: Literacy Now. Graphic produced by Flourish. 
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The National Artificial Intelligence Advisory Committee, in their 2023 Recommendations: 
Enhancing AI Literacy for the United States of America, determined that education and AI literacy 
were necessary at a national level to confront AIGC misinformation. 
 

 
 
 
 
Education Forecast  
 
Protecting the PCD of any population will require synchronizing responsive policy, adaptive 
technology, and continuous education. Despite applying policy, technology, and education, 
adversaries will almost certainly find gaps or seams between mitigating measures, resulting in 
persistent vulnerabilities. 
 
Professional military education and training that incorporates AIGC literature will very likely need 
to be commonplace by 2028, specifically for intelligence analysts who incorporate open-source 
intelligence in finished products. 
 
 
 

Figure 16: Depiction of adopting mindfulness as a defense in cyber awareness. 
Source: Online Identity-An Essential Guide 
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Key Finding Three: Persistent Vulnerabilities Will Almost Certainly 
Remain in Epistemic Agency, Cyber Infrastructure, and Synthetic Data 
 
 

 
 
 
 
The First Persistent Vulnerability is Epistemic Agency 
 
An Adversarial AI (AAI) conversational chatbot designed to manipulate elements of a human’s 
epistemic agency makes it almost certain a military member will be exploited using AI, wittingly 
or unwittingly. The AAI conversational chatbot subverts the epistemic agency of the human user 
by convincing the human user that it (the chatbot) is a real person and can be trusted. The human 
user creates a heuristic rule to trust the chatbot, lowering any defenses in future conversations. 
Currently, policy, technology, and education measures do not account for an AAI chatbot affecting 
the epistemic agency of a service member (Figure 18). 
 
Another likely residual net effect on the epistemic agency is that through persistent exposure to 
AIGC, the service member will not believe accurate content if it diverges from the service 
member’s perceptions of truth. 

Figure 17: Persistent vulnerabilities after mitigation measures. Graphic produced by Flourish. 



Weaponizing Artificial Intelligence Generated Content 

21 

 

 

 

 
 
 
 
The Second Persistent Vulnerability is Cyber Infrastructure 
 
Adversaries with intent and sophisticated capability in AIGC will likely target critical 
infrastructure nodes such as SCADA systems through the PCD of human agents, such as through a 
hyper-realistic AIGC video or a 
deepfake.   
 
Deepfake videos could have embedded 
malicious code to compromise SCADA 
system users (Figure 19). While not 
AIGC at the time, this scenario 
occurred in 2012 against Saudi Aramco, 
the largest energy company in the 
world, when a computer downloaded an 
image of a burning American flag and 
initiated a malware attack. 
Conceptually, an adversary could create 
a hyper-realistic deepfake video with 
embedded malware to conduct a similar 
attack. 
 
The transition to a highly 
interconnected network has made 
SCADA more vulnerable to various 
cyber-attacks, given that security 
approaches provided by IT-based 
systems are not efficient enough to 
deflect the risks and threats. Due to 

User Clicks on AIGC Deepfake 
video, initiating download of AI-
generated code 

Figure 19: SCADA diagram and where in the process an AIGC 
deepfake will likely introduce malware. Graphic produced by 
Powerpoint. 

Figure 18: Diagram of an Adversarial AI conversational chatbot subverting the epistemic agency of a 
human user. Source: Arviv 

https://arxiv.org/pdf/2306.11748.pdf
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their cost-effectiveness and ability to be operated remotely, SCADA systems are unlikely to 
be updated, upgraded, or replaced.  
 
The Third Persistent Vulnerability is Synthetic Data 
 
A recent vulnerability discovered by HiddenLayer, a leading cyber security group, determined that 
it is possible to send malicious pull requests with attacker-controlled data from the Hugging Face 
service to any repository on the platform and hijack any models submitted through the conversion 
service. The adversarial actor hides triggers inside AI-generated synthetic data, which can remain 
dormant within the system indefinitely and be activated by seemingly innocuous means. The AI 
then hijacks and manipulates the data used to train AIs that manage complex systems and tools 
(Figure 20). 

 
 
 
 
 
 
 
 
 
 
 

Figure 20: Diagram of how an adversary will likely introduce poisoned synthetic data. 
Graphic produced by Powerpoint. 
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Potential areas for future research 
 
Data Supply Chain Security:  
 
No effort has been made to 
protect the synthetic data 
supply chain, and it is 
unlikely that synthetic data 
will be protected by 2028. 
More research is needed to 
determine where synthetic 
data would be used for the 
DoD’s machine learning and 
whether relevant policies are 
in place to safeguard the data 
supply chain (Figure 21). 
 
 
Other Sophisticated Actors:  
 
Violent extremist organizations, non-aligned effects agents, or other nations will very likely use 
AIGC, but limited time prevented scoping how these agents would use AIGC (Figure 22). 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 22: States identified by Microsoft, who have used large language models for exploitation attacks. 
Source: Microsoft 

Figure 21: Data supply chain. Source: Mandiant.com 
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Quantitative Education Material:  
More data is needed to suggest which population would be the most susceptible; however, recent 
studies have shown that older and more educated adults were less likely to identify AIGC, (Figure 
23) probably because of heuristics and biases. It is almost certain a DoD cyber survey that included 
AIGC would identify vulnerable populations. 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 

Figure 23: Survey chart of adults' and students' ability to recognize deepfakes. Groh et al. at the 
M.I.T. Media Lab found that humans were 65 percent better at detecting AIGC than AI models, 
which matches this study’s results for Carnegie Mellon University students.  Source: Scientific 
Reports. https://www.nature.com/articles/s41598-023-39944-3#citeas. 
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Humans Will Almost Certainly be Unable to Distinguish Artificial 
Intelligence Generated Content by 2033 
 
Executive Summary 
The widespread use of sophisticated AI tools and the proliferation of AI technology will 
almost certainly (95-99%) outpace human detection capabilities, leading to increased 
vulnerability to disinformation. Rapid advances in Artificial Intelligence Generated Content 
(AIGC) and the proliferation of AIGC creation tools make it almost certain that unaided, 
humans will be unable to distinguish some sophisticated AIGC after 2028. While AI 
detection algorithms and models have proven effective at detecting AIGC, detection 
mechanisms will very likely (80-95%) not outpace AIGC advancement and creation. 
 
Discussion 
AI generative quality is accelerating and impacting human perception and choice. Human 
detection of AIGC will likely (55-80%) remain above 50 percent until 2028 and then 
decrease. Quantitative research by Groh et al. at the Massachusetts Institute of Technology 
(MIT) Media Lab found that human participants in two studies were able to detect AIGC (see 
Figure 1 to take an AI detection test) at a rate of 65 percent better than the selected AI 
detection model. Notably, when the human participants were informed that the AI model had 
identified that a video might be a deep fake, the human participants increased detection by 
about ten percent. Interestingly, the crowd-sourced participant pool performed better than the 
AI and selected human participant models. The study concluded that humans can detect 
AIGC, but rapid advances in AI technology will likely decrease effectiveness over time.H 
 
Generative adversarial networks (GAN) will 
likely continue to increase the realism of 
AIGC's photographs and videos. GAN-enabled 
AI platforms, such as NVIDIA’s StyleGAN2 
and Stability AI, are commercial off-the-shelf 
applications that enable first-time users to 
produce high-quality videos and photographs 
within a few minutes.H, M Stanford University’s 
100-year AI project assesses that GANs will be 
at the forefront of AIGC as the machine 
learning evolution accelerates.H Other AI 
applications equally accelerate efficiency and 
realistic output. Transformers are the main 
neural engine of Large Language Models, such 
as ChatGPT, and have shown significant 

Figure 1: AI detection test. Click on the photo or go to 
https://www.nytimes.com/interactive/2024/01/19/techn
ology/artificial-intelligence-image-generators-faces-
quiz.html?unlocked_article_code=1.O00.peIi.kOq62yV
noEQV&amp;smid=url-share. Source: NY Times. 

https://www.pnas.org/doi/epdf/10.1073/pnas.2110013119
https://www.pcworld.com/article/2072987/stable-diffusion-generate-ai-images-locally-on-the-pc.html
https://neptune.ai/blog/generative-adversarial-networks-gan-applications
https://ai100.stanford.edu/sites/g/files/sbiybj18871/files/media/file/AI100Report_MT_10.pdf
https://www.nytimes.com/interactive/2024/01/19/technology/artificial-intelligence-image-generators-faces-quiz.html?unlocked_article_code=1.O00.peIi.kOq62yVnoEQV&amp;smid=url-share
https://www.nytimes.com/interactive/2024/01/19/technology/artificial-intelligence-image-generators-faces-quiz.html?unlocked_article_code=1.O00.peIi.kOq62yVnoEQV&amp;smid=url-share
https://www.nytimes.com/interactive/2024/01/19/technology/artificial-intelligence-image-generators-faces-quiz.html?unlocked_article_code=1.O00.peIi.kOq62yVnoEQV&amp;smid=url-share
https://www.nytimes.com/interactive/2024/01/19/technology/artificial-intelligence-image-generators-faces-quiz.html?unlocked_article_code=1.O00.peIi.kOq62yVnoEQV&amp;smid=url-share
https://www.nytimes.com/interactive/2024/01/19/technology/artificial-intelligence-image-generators-faces-quiz.html?unlocked_article_code=1.O00.peIi.kOq62yVnoEQV&amp;smid=url-share
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potential in analytics and language creation.M Transformer algorithms drive translations and 
chatbot applications. These will very likely, by 2028, engage in online chat discussions 
without detectable AI participation.M 
 
AI will likely affect perceptions of truth. A Department of Homeland Security report on AI 
determined that adversarial AI networks were capable of altering data to fool humans and AI 
networks.H A recent survey of 2788 AI scientists found that AI will likely accelerate more 
rapidly than initially believed and that misinformation is an “extreme concern” for AI 
evolution.H Complicating AIGC detection is the human psycho-cognitive reaction. Ecker et 
al. in Nature Reviews note that “…humans are particularly susceptible to misinformation and 
tended to trust human information sources more if they perceive the source as attractive, 
powerful and similar to 
themselves.”H University 
of Pennsylvania Professor 
Ethan Mollick, who 
researches AI in relation 
to business practices, 
notes that machine 
learning will exponentially 
impact how humans 
perceive and interact with 
AI, creating an 
environment wherein a 
human may not perceive 
they are interacting with a 
fake (See Figure 2).M The 
seam between realistic characteristics and human tendencies of accepting information at face 
value drives the ability for AIGC to pass for genuine material.  
 
Fueling the acceleration of AIGC and misinformation is the rapid evolution and ease of use 
of AI generative tools.H As recently as 2022, AI-enabled businesses have been producing 
AIGC videos that are realistic enough to convince consumers to pay subscription fees for the 
service without those consumers realizing some of the content is AI-generated.M Business 
Insider documents the case of a European agency creating and operating an AI-created 
influencer who makes approximately $11,000 per month.M Other consumer industries, such 
as mature entertainment–seen as a bellwether of technology adoption and proliferation– are 
adopting AIGC to develop original content to monetize for-fee services.M Driven by profit, 
AIGC technologies will almost certainly increase in sophistication and undetectable 
characteristics. 

Figure 2: Video of Ethan Mollick demonstrating the ease of creating an AI-
generated video. Click or go to link 
https://youtu.be/9EIsGra80_I?si=9tZxux3lNb8u3b7f. Source: YouTube 

https://www.techtarget.com/searchenterpriseai/definition/transformer-model
https://www.techtarget.com/searchenterpriseai/definition/transformer-model
https://www.dhs.gov/sites/default/files/2023-12/23_1222_st_risks_mitigation_strategies.pdf
https://aiimpacts.org/wp-content/uploads/2023/04/Thousands_of_AI_authors_on_the_future_of_AI.pdf?utm_source=substack&utm_medium=email
https://www.nature.com/articles/s44159-021-00006-y
https://www.oneusefulthing.org/p/signs-and-portents
https://www.nytimes.com/2024/04/02/technology/an-ai-researcher-takes-on-election-deepfakes.html?unlocked_article_code=1.hk0.HHRD.tb52bSxXLXKw&smid=url-share
https://www.washingtonpost.com/technology/2023/04/11/ai-imaging-porn-fakes/
https://www.businessinsider.com/ai-influencer-aitana-clueless-agency-tech-spain-2023-11
https://www.washingtonpost.com/technology/2023/12/19/ai-porn-sophie-dee-jack-nicklaus/
https://youtu.be/9EIsGra80_I?si=9tZxux3lNb8u3b7f
https://youtu.be/9EIsGra80_I?si=9tZxux3lNb8u3b7f
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Advanced AIGC innovation will almost certainly continue to proliferate to ordinary users. 
Instructional videos are abundant online for creating hyper-realistic personas, demonstrating 
AIGC’s production potential and diffuse nature.M Basic level users, within minutes, can 
create videos of themselves speaking in other languages and produce very realistic podcasts 
that develop a perception of authority (See Figure 2).H As more AIGC is available online and 
can be created quickly, AIGC detection will almost certainly become more critical to 
businesses and national security.  
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were reliable and tended to 
corroborate one another. NeptuneAI and Perplexity were used, and ideas from the results 
were utilized in further research. Perplexity suggested sources that were validated and then 
used as references. There was adequate time, but the analyst worked alone and did not use a 
structured method. Furthermore, given the lengthy time frame of the estimate, this report is 
sensitive to change due to new information and advancements in AI technology and 
algorithms. 
 

Author:  Mr. Tom M. Jackson 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

https://youtu.be/p-1YLcdOPIc?si=iMLWq2tHxErHjsKn
https://www.youtube.com/watch?v=9EIsGra80_I
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By 2027 Adversaries Using Deepfakes Likely to Target SCADA 
Systems  
 
Executive Summary 
It is likely (55-80%) that by 2027 U.S. adversaries will use Artificial Intelligence Generated 
Content (AIGC), specifically deepfake videos, to attack U.S. civil infrastructure targeting 
critical nodes operating on Supervisory Control and Data Acquisition (SCADA) systems. 
SCADA systems are the backbone for industrial control systems, some include water 
treatment, power generation, transportation command and control and oil and gas. Due to 
advances in AIGC that can cause SCADA software disruption, override or even shutoff, it is 
probable (55-80%) adversaries will target these systems by 2027. Despite the U.S. 
Department of Defense recognizing the importance of cyber defenses, it is unlikely (20-45%) 
that defenses will protect SCADA systems. 
 
Discussion 
Supervisory Control and Data Acquisition (SCADA) systems are the “brains” of an industrial 
control system and have transitioned from standalone entities to now being connected to the 
Internet for more efficient communication of data.H See figure 1 for an example of a SCADA 
schematic.H The transition to a highly interconnected network has made SCADA more 
vulnerable to various cyber-attacks, given that 
security approaches provided by IT-based 
systems are not efficient enough to deflect the 
risks and threats.H  
 
Artificial Intelligence Generated Content 
(AIGC) includes a wide array of automated 
technology using algorithms that are ‘trained’ 
without human cognition.H  One such area 
within AIGC that adversaries could leverage 
to their benefit is the efficiency of 
codewriting, and use of false data to target 
existing civil infrastructure nodes.H     
 
Using AIGC advances, an adversary would 
write false code, having already bypassed any 
security systems and obfuscating attribution, cause a valve shutoff or a system override. M 
This situation would likely cause mass domestic panic for the U.S. government and require 
subsequent federal emergency response actions. Deepfake videos could have embedded 
malicious code in them for SCADA system users to download and initiate the attack. This 

Figure 1: Example of a SCADA schematic, referenced in the 
paper "Cybersecurity and the U.S. Energy Grid," by Nikhil 
Partasarathy, submitted as coursework (Stanford University, 
Fall, 2016) 

https://www.jstor.org/stable/26487468#:%7E:text=SCADA%20systems%20are%20generally%20used%20to%20automate%20complex,that%20reach%20beyond%20an%20organization%20or%20one%20community.
https://www.jstor.org/stable/26487468#:%7E:text=SCADA%20systems%20are%20generally%20used%20to%20automate%20complex,that%20reach%20beyond%20an%20organization%20or%20one%20community.
https://www.sciencedirect.com/science/article/pii/S0167404822004205
https://www.gao.gov/assets/gao-23-106782.pdf
https://www.sciencedirect.com/science/article/pii/S2666449623000397
http://large.stanford.edu/courses/2016/ph240/parthasarathy2/#:%7E:text=In%20the%20energy%20sector%2C%20much%20of%20the%20critical,supervisory%20control%20and%20data%20acquisition%20systems%20%28SCADA%29%20systems
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exact scenario occurred in 20012 against the Saudi Aramco, the largest energy company in 
the world, when an image of a burning American flag had been downloaded on a computer 
and initiated a malware attack.M Targeted attacks against critical civil infrastructure would be 
an ideal means to disrupt an adversary in gray zone activitiesi and even continuing 
throughout full scale conflict, as seen in the existing Russia-Ukraine war.H  
 
Despite the U.S. government’s calls for improved security in the cyber domain, with its 
recent publication of the US National Cyber Strategy, as well as passing numerous bills of 
legislation focused on enhancing cybersecurityM; SCADA systems are still unprotected. The 
computer networks cannot be completely pulled off the networks to complete security 
upgrades and must rely on patch upgrades, which often can have only incremental, disparate, 
and limited protection measures. Moreover, due to its cost effective nature and ability to be 
operated remotely, SCADA systems will continue to be the preferred vendor of choice for 
managing industrial bases, remaining highly vulnerable.M  
 
Analytic Confidence 
The analytic confidence for this estimate is moderate.  Sources were generally reliable and 
tended to corroborate one another.  No AI tools, other than Grammarly, were used in this 
estimate. There was adequate time, but the analyst worked alone and did not use a structured 
method.  Furthermore, given the lengthy time frame of the estimate, this report is sensitive to 
change due to new information, such as the SCADA systems being replaced or specific 
tradecraft being identified that enables better protection for SCADA systems. 
 

Author:  LTC Katherine M. Ogletree 
 
 
 
 
 
 
 
 
 
 
 
 
 

https://www.dpstele.com/blog/major-scada-hacks.php
https://www.jstor.org/stable/48703290?searchText=&searchUri=&ab_segments=&searchKey=&refreqid=fastly-default%3A500ca2e36f018dc780d352e9d323256d&seq=2
https://www.atlanticcouncil.org/in-depth-research-reports/issue-brief/victory-reimagined/
https://www.researchandmarkets.com/reports/5649053/scada-market-forecasts-from-2022-to-2027
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Exponential Growth in AI Enabled Cyber Phishing Highly Likely to 
increase by 2028 
 
Executive Summary 
It is highly likely (88-92%) that the integration of Artificial Intelligence Generated Content 
into Cyber Phishing will drive exponential growth in cybercriminal activity, resulting in 
more than $90 billion in loss by 2028.  Implementing international norms that inhibit the use 
of malicious AI will probably be the most effective means of countering AI-enabled cyber 
phishing.  
 
Discussion 
The Federal Bureau of Investigation lists the top five most prevalent categories of cybercrime 
activity as Tech Support, Extortion, Non-Payment / Non-Delivery, Personal Data Breach, 
and Phishing. The growth in the Phishing category alone exceeds the growth in all other 
categories combined. Augmenting current Phishing techniques with AIGC is highly likely to 
generate exponential growth in what is already a significant problem.H Potential AIGC-
assisted attacks will almost certainly (95-99%) include Deepfakes to counter facial 
recognition software.M Criminal organizations will also us AI Powered Password Cracking to 
compromise business and government email accounts.H Another probable malicious use of 
AICG is poisoning legitimate AI data pools to make subtle changes to the parameters that 
inform AI’s M Regardless of approach the goal will be to gain access to networks and will 
very likely include some form of advance phishing enabled by AIGC.  

 
An emerging area of concern and area of probable growth is in Social Engineering in the 
cyber domain.H AI’s are highly effective at spotting patterns in behavior and understanding 
how to convince people that videos, phone calls, or emails are legitimate by analyzing 
patterns and mimicking idiosyncratic 
tells at machine speed.H As a result, once 
Artificial Intelligence Generated Content 
(AIGC) is incorporated into the currently 
highly successful Phishing, if unchecked, 
will likely result in exponential growth 
in the field.  
 
Global criminal organizations are 
successfully conducting cyber attacks for 
profit at an increasing rate (see figure 
1).H Domestic U.S. cybercrime in 2022 
constituted $10.3 billion in losses, 

Figure 1. Financial losses due to cybercrime. Go to 
https://www.ic3.gov/Media/PDF/AnnualReport/2022_IC3Rep
ort.pdf 

about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
https://www.ic3.gov/Media/PDF/AnnualReport/2022_IC3Report.pdf
https://www.ic3.gov/Media/PDF/AnnualReport/2022_IC3Report.pdf
https://www.ic3.gov/Media/PDF/AnnualReport/2022_IC3Report.pdf
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conversely the number of interdictions is decreasing. H Not only is the frequency of 
cybercrime increasing, but the monetary loss is increasing at a similar rate, averaging an 
annual growth of financial loss at 72% over the last five years. H  At the current growth rates 
losses will exceed ~$92 billion by 2028 at the current growth rate The net result is that 
cybercrime is becoming more effective over time.  
 
While the volume and draw of cybercrime increases, so does the sophistication with the 
application of AI and is likely to accelerate the pace of cybercrime.H. With the financial 
motivation to do so already evident, incorporating AIGC into Phishing attacks will likely 
increase the speed and volume of attacks exponentially. Incorporating AIGC into other forms 
of cybercrime is also likely (55-80%) to result in increased speed, frequency and 
sophistication of attacks.  
 
A key factor underscoring this forecast is the domestic and international efforts to regulate AI 
use, which are unlikely (55-80%) to take effect in the next 4-5 years.M  Given that the vast 
majority of cybercriminals reside outside the borders of the state they are active in to avoid 
arrest makes international cooperation a critical nexus between law and policy. To address 
the issue domestically, the Biden Administration has already put Executive Order 14111 into 
effect and will follow with legislation that governs the malicious use of AI. Additionally, the 
European Union and China are following suit with similar measures to safeguard against the 
nefarious use of AI.H, M The practical implementation of these measures will not take effect 
for the next few years but has a moderate probability (55-80%) of influencing the use of AI 
in support of cybercrime. M 

 
Analytic Confidence 
The analytic confidence for this estimate is high.  Sources were highly reliable, tended to 
corroborate one another, and were generally authoritative and well-informed.  There was 
adequate time, but the analyst worked alone and did not use a structured method.  The 
likelihood of realizing this forecast depends on a few key variables, specifically the practical 
implementation of AI controls that result in effective international norms that enable the 
attribution and prosecution of cybercriminals. 
 

Author:  COL Robert M. Richardson 
 
 
 
 
 
 

https://www.ic3.gov/Media/PDF/AnnualReport/2023_IC3Report.pdf
about:blank
about:blank
about:blank
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://carnegieendowment.org/2023/07/10/china-s-ai-regulations-and-how-they-get-made-pub-90117
about:blank
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Uneven Implementation Will Likely Hinder Artificial Intelligence 
Generated Content Mitigation by 2033 
 
Executive Summary 
Public and private sector efforts to mitigate artificial intelligence generated content (AIGC) 
disinformation will likely (55-80%) have uneven effects on human perceptions of truth and 
misinformation by 2033. Government regulations will very likely (80-95%) temper the risk 
of AIGC but will not completely mitigate AIGC effects. Private sector technical means of AI 
detection and labeling will very likely alleviate AIGC misinformation but will have uneven 
distribution across media platforms. Media literacy and education efforts will almost 
certainly (95-99%) mitigate the effects of AIGC on the psycho-cognitive domain,3 but 
uneducated groups will remain susceptible to AIGC’s effects. Despite education, human 
perceptions of truth will almost certainly enhance, not mitigate, the effects of AIGC, creating 
vulnerabilities for exploitation by a foreign intelligence service. Though humans have been 
exposed to AIGC since 2019, there is a roughly even chance (45-55%) that AIGC exposure 
will provide an inoculation effect on the psycho-cognitive domain by 2033. 
 
Discussion 
Regulations and policies, 
such as restricting the 
creation of deepfakes, will 
likely mitigate AIGC’s 
disinformation risk by 2033. 
The effects will be unevenly 
applied to the psycho-
cognitive domain without an 
integrating strategy to 
overlap with technical and 
educational measures (See 
Figure 1).H, H, M The United 
States Intelligence 
Community’s (IC) Human 
Intelligence (HUMINT) 
training and reporting 
framework is an example of 
applied measures that would almost certainly mitigate AIGC effects.H The United States’ 

 
3 On 8 November 2024, during the pre-meeting for the Terms of Reference, LTG Laura Potter defined effects on the psycho-cognitive 
domain as those things that would influence the will of a  service member not to do a needed action or the will of the American people not to 
support the war fight. 

Figure 2: Venn Diagram connoting the current intersection of regulation, 
technical, and education measures necessary to mitigate effects on the psycho-
cognitive domain. Dotted circle indicates the where the measures would need to 
overlap to have the best effect on the psycho-cognitive domain. 
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open source intelligence (OSINT) collection apparatus, which has a regulatory framework as 
disparate as the current AI regulatory environment,H will almost certainly be susceptible to 
AGIC effects because of a lack of unified policy.M As an example of regulatory and technical 
overlap, Executive Order 14110, released in October 2023, addresses the need for the “safe 
and secure” use of AI and requires companies with AI systems that pose national security, 
economic, or health risks to notify the federal government.H The Department of Commerce, 
through its National Institute of Science and Technology, is implementing guidelines for 
accountability and AI risk.H, M In March 2024, the United States and the United Kingdom 
signed a bilateral agreement on AI testing and cooperation is a policy measure.H In March 
2024, Tennessee passed a law to protect artists from AI reproductions of their voices and 
content, but it is uncertain if other states will adopt similar laws.H Indicative of the market 
approach, Tennessee’s law is specifically targeted to protect its music industry, not to protect 
the psycho-cognitive domain of its citizens. H Together, these policies, and regulations 
address components of AIGC but do not confront the totality of AIGC’s effects, diluting the 
efficacy of these efforts.  
 
Private industry technical measures will very likely provide consumers with enough 
information to assess if the content they are viewing is AIGC, but not in a unified or 
integrated manner that would mitigate all of the effects of AIGC. By 2028, humans and AI 
detection models will almost certainly be unable to detect hyper-realistic AIGC, fueling an 
arms race of creation and detection. M, M, M, H  Statistics firm Precedent Research projects that 
by 2032, the AI market will increase to approximately $2.5 trillion (See Figure 2).H The 

increased AI market 
share will very likely 
drive the demand for 
content certification as 
companies hasten to 
guarantee their products 
are genuine and can be 
trusted.M Recognizing 
that users on its 
platforms are susceptible 
to AIGC, and to create 
momentum for industry 
standards, social media 

company Meta recently announced it is 
labeling AIGC on its sites.H Companies, 
such as Intel, are partnering with 

organizations like The Coalition for Content Provenance and Authenticity (CCPA) to help 

Figure 3: AI content marketing is projected to increase online 
by 25 percent. Click on the graph or go to 

https://www.precedenceresearch.com/artificial-intelligence-
market Source: Precedent Research. 

https://www.csis.org/blogs/strategic-technologies-blog/ai-regulation-coming-what-likely-outcome
https://www.federalregister.gov/documents/2023/11/01/2023-24283/safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence
https://apnews.com/article/elham-tabassi-ai-risk-national-institute-of-standards-84fcb42a0ba8a2b1e81deed22dd1db16
https://www.techtarget.com/searchcio/news/366566487/US-agencies-preparing-open-source-AI-assessment-standards?utm_campaign=20240119_OpenAI+GPT+Store+allows+developers+to+share+custom+GPT+apps+&utm_medium=email&utm_source=MDN&asrc=EM_MDN_286603082&bt_ee=pLuNIQbDVI5kT4IzZqNIC1AKoPmUDJYe1ojA%2FseTXdz4Y8%2BbkySRWLZVTJyUswmOx5Dw8LWmnvCUH3diddbTFg%3D%3D&bt_ts=1705849426068
https://www.bbc.com/news/technology-68675654
https://www.npr.org/2024/03/22/1240114159/tennessee-protect-musicians-artists-ai
https://www.npr.org/2024/03/22/1240114159/tennessee-protect-musicians-artists-ai
https://www.defense.gov/News/News-Stories/Article/Article/3656926/battle-looming-between-ai-and-counter-ai-says-official/
https://www.precedenceresearch.com/artificial-intelligence-market
https://www.economist.com/leaders/2024/01/18/ai-generated-content-is-raising-the-value-of-trust
https://www.nytimes.com/2024/02/06/technology/meta-ai-standards-labels.html
https://www.precedenceresearch.com/artificial-intelligence-market
https://www.precedenceresearch.com/artificial-intelligence-market
https://www.precedenceresearch.com/artificial-intelligence-market
https://www.precedenceresearch.com/artificial-intelligence-market
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establish industry norms and frameworks 
for AIGC.H Other private industry 
approaches include AIGC detection 
companies like OriginalityAI and 
Undetectable, which are profit-driven AI 
detection services.M, M Due to the 
inundation of AIGC online, by 2028, 
search engines, such as Google, Bing, 
Firefox, will very likely provide AIGC 
monitoring, like browser extension 
DuckDuckGoose’s real-time AIGC 
monitoringH (See Figure 3) to alert users 
to likely AI content. Another method is 

to “cryptographically sign” AIGC, like AI-detection company TruePic.M, H These measures 
are essential to mitigate the effects of AIGCM but when applied in a decentralized manner, 
and without the force of legislation, it decreases their overall effectiveness. 
 
Educational programs integrated with technical and regulatory measures will almost certainly 
mitigate the impacts of AIGC on the psycho-cognitive domain by 2033. Stanford University 
researcher Dr. Herb Lin, former Under Secretary of Defense Michèle Flournoy, and 
Professor of Psychology at Cambridge Sander van der Linden all note that education and AI 
familiarization are critical to preventing the effects of AIGC on the psycho-cognitive 
domain.H, H The National Artificial Intelligence Advisory Committee, in their 2023 
Recommendations: Enhancing AI Literacy for the United States of America determined that 
education and AI literacy were necessary at a national level to confront AIGC 
misinformation.H Countries such as Finland have adopted whole-of-government approaches 
to mitigating the effects of AIGC through media literacy programs, resulting in greater 
resilience to disinformation.M Without a unified approach, the uneven application of media 
literacy in the United States will very likely create populations with differing levels of 
resilience.H 
 
Regardless of educational measures, AIGC will almost certainly continue to challenge 
perceptions of truth through 2033.H, M This subjectivity, combined with AIGC, creates an 
environment wherein consumers will likely trust content if it aligns with their version of the 
truth, whether or not they know it is AIGC.M A foreign intelligence service will almost 
certainly exploit this vulnerability through the use of adversarial AI (AAI) chatbots to target 

Figure 4: AIGC browser extension chart. Click on the chart or 
go to https://www.duckduckgoose.ai/deepfakeproof. Source: 
DuckDuckGoose 

https://www.intel.com/content/www/us/en/research/blogs/trusted-media.html
https://www.forbes.com/sites/technology/article/best-ai-content-detector-tools/?sh=6863a5b15d5e
https://originality.ai/blog/ai-content-detection-score-google
https://www.duckduckgoose.ai/deepfakeproof
https://truepic.com/revel/
https://www.nytimes.com/2024/04/02/technology/an-ai-researcher-takes-on-election-deepfakes.html?unlocked_article_code=1.hk0.HHRD.tb52bSxXLXKw&smid=url-share
https://www.cam.ac.uk/stories/foolproof
https://ai.gov/wp-content/uploads/2023/12/Recommendations_Enhancing-Artificial-Intelligence-Literacy-for-the-United-States-of-America.pdf
https://www.nature.com/articles/s41598-023-39944-3
https://greatergood.berkeley.edu/article/item/why_is_it_so_hard_to_change_peoples_minds
https://www.duckduckgoose.ai/deepfakeproof
https://www.duckduckgoose.ai/deepfakeproof
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military populations by 2033.4, H Adopting processes, such as education and a “zero-trust” 
mindset 5 will very likely mitigate the effects on the target groups. 
 
There is a roughly even chance (45-55%) that the proliferation of AIGC will reduce AIGC’s 
disinformation effect on the psycho-cognitive domain by 2033. University of Notre Dame 
computer scientist Walter Scheirer found that because deepfakes originated in 2019, 
information consumers have been used to viewing and analyzing AIGC.M Researchers in the 
United States IC also assessed that prolonged exposure to misinformation has an aspect of 
diminishing returns.H This would indicate that the proliferation of AIGC misinformation, 
even if undetectable by humans, would likely have a diminishing impact by 2033. 
Conversely, researchers studying prolonged exposure to deepfakes found that deepfake 
exposure did not create a greater awareness for AIGC and had the opposite effect of 
increasing vulnerability.H The study also found that K-12 and college-age students were more 
capable of detecting AIGC than adult educators (See Figure 4), indicating that traditional 
considerations, such as education level, to lower vulnerability are unlikely (20-45%) to 
mitigate AIGC’s effects.  
 
Analytic Confidence 
The analytic confidence for this 
estimate is High. Sources were 
reliable and tended to corroborate 
one another. PerplexityAI 
suggested sources that were 
validated and then used as 
references. There was adequate 
time, but the analyst worked 
alone and did not use a structured 
method. Given the lengthy time 
frame of the estimate, this report 
is sensitive to changes. Future 
quantitative studies will likely 
provide new information about the 
susceptibility of specific populations 
to AIGC. The information in this 
report is derived from open source, and sensitive reporting will likely contain more 

 
4 Dr. Edmon Begoli, Artificial Intelligence Effects on the Psycho-Cognitive Domain, Teams Interview, February 29, 2024. 
5 Alper Kerman et al., “Implementing a Zero Trust Architecture,” March 17, 2020, https://csrc.nist.gov/pubs/pd/2020/03/17/implementing-
a-zero-trust-architecture/ipd. National Institutes of Science and Technology: Kerman et al. defined a “zero-trust” approach as that which 
“…removes the assumption of trust from users and network. 

Figure 4: Survey chart of adults' and students' ability to recognize 
deepfakes. Groh et al. at the M.I.T. Media Lab found that humans were 65 
percent better at detecting AIGC than AI models, which matches this 
study’s results for Carnegie Mellon University students.M Click on the 
photo or go to https://www.nature.com/articles/s41598-023-39944-
3#citeas. Source: Scientific Reports. 

https://nautil.us/stop-worrying-about-deepfakes-470212/?_sp=7eeb4960-df77-49d1-807f-8c8af2a89fc5.1706144999414
https://www.cia.gov/resources/csi/static/de26d97e60d513780f9763afaf0d31a6/Review-Routledge-Disinformation-National-Security-Studies-68-1-March-2024.pdf
https://www.nature.com/articles/s41598-023-39944-3#citeas
https://d.docs.live.net/a4eee1c1624def10/Desktop/Futures%20Course/SFARs/M
https://www.nature.com/articles/s41598-023-39944-3#citeas
https://www.nature.com/articles/s41598-023-39944-3#citeas
https://www.nature.com/articles/s41598-023-39944-3#citeas
https://www.nature.com/articles/s41598-023-39944-3#citeas
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information on the propensity for foreign intelligence services to use LLMs and machine 
learning. 

Author:  Tom M. Jackson 
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Most Countries Will Have Incorporated “Digital” Psychological 
Operations in How They Fight by 2029 
 
Executive Summary 
Rapid advances in deepfakes and Artificial Intelligence Generated Content (AIGC) and the 
adversaries' need to dominate the information domain during conflict make it almost certain 
(95-99%) that most countries will incorporate "digital” psychological operations in how they 
fight by 2029. Existing successes in "digital" psychological operations are due to adversaries 
having ease of access to a populace that is more technologically reliant than in years past. 
Despite AIGC vulnerabilities, such as hallucinations or inaccuracies, adversaries have ample 
opportunities within the next few years to refine their cyber skills. Events such as multiple 
global election cycles will allow trial and error, with adversaries learning how to mask their 
digital footprint better with every incident.  
 
Discussion 
Digital psychological operations, for the purposes of this paper, are activities which have the 
same end state as historically defined psychological operations but occur over technology or 
cyber platforms.H  In recent years 
psychological operations have 
been synonymous with military 
information support operations 
(MISO), using technology to 
influence perceptions, shape 
behaviors, and guide decision-
making processes among target 
audiences.M  
 
Over ten years ago, US Central 
Command was engaged in a 
difficult counter terrorism fight.M 
Operation Earnest Voice used 
technology as the delivery method 
to reach a population, using fake 
online identities to influence 
internet conversations and spread 
strategic communication.H Since then, globalization has brought more connectedness, and 

Figure 1: AIGC creating new challenging ahead of the US elections. 
Click on picture or go to: (25) Artificial intelligence creates new 
challenges ahead of 2024 elections ABC News’ “This Week.” - 
YouTube  
 

https://www.jstor.org/stable/48669294?searchText=&searchUri=%2Faction%2FdoBasicSearch%3FQuery%3Dhow%2Bdo%2Bpsychological%2Boperations%2Bwork%26sd%3D2022&ab_segments=0%2Fbasic_search_gsv2%2Fcontrol&searchKey=&refreqid=fastly-default%3Ace6ba8c96d7135ccb2f7273129bcf108&seq=6
https://www.militarytimes.com/opinion/2023/11/01/the-army-needs-to-invest-in-psychological-operations-not-cut-them/
https://www.theguardian.com/technology/2011/mar/17/us-spy-operation-social-networks
https://www.theblackvault.com/documentarchive/operation-earnest-voice/
https://www.youtube.com/watch?v=zhqvk2yed4s
https://www.youtube.com/watch?v=zhqvk2yed4s
https://www.youtube.com/watch?v=zhqvk2yed4s
https://www.youtube.com/watch?v=zhqvk2yed4s
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citizen journalism6 has become commonplace.H  This is especially true with generations who 
grew up in the rise of the information age (25-34 year olds), even more so for those who 
grew up in the world of the social, participatory web, using such platforms as TikTok or 
Instgram (18-24 year olds).M  The rise of AIGC has directly impacted digital psychological 
operations. Countries who may have been just beginning to use technology years ago can 
now do more operations, do them faster, and produce more catastrophic effects, with even 
less attribution.  
 
In 2024, the possibility for AIGC to influence and spread mis and disinformation is likely the 
highest it has been since its inception due to the high number of global elections.M Figure 1 
details how AIGC might be used as a digital psychological operations tool, creating new 
challenges ahead of the 2024 US elections.M  
 
Voting countries will have digital footprints, which can exploited or affected, allowing for 
nearly an unlimited amount of practice to hone their cyber skills.M  How U.S. adversaries 
fight in 2029 will have integrated digital psychological operations, with incorporations from 
lessons learned after many usages. Just like with any new fielding of adversarial equipment, 
the U.S. will need to answer priority intelligence questions, such as, what is the effect of the 
new technology and can it be countered? It is likely that by 2029, any digital influence will 
be easily shaped due to cognitive bias and the misinformation effect.H The misinformation 
effect refers to a type of memory impairment caused by introduction of (intentional) 
misleading information. M  
 

Despite AIGC’s vulnerabilities and weaknessM, such as hallucinations or inaccuracies, 
countries can still use even the weakest or slowest tools to successful employ digital 
psychological operations. In fact, that is precisely the point of psychological operations, to 
cause uncertainty, fear, doubt, and exploit these vulnerabilities so the limitations of AIGC in 
fact work toward the advantage of the psychological operations endstate.M  
 
Russian involvement in the US 2016 election was successfully at creating this anxiety and 
doubt.H Moreover, in the run up to the Taiwan election, China has been accused of using 
AIGC to target the Taiwan People’s Party founder and presidential nominee.M  While 
China’s desired opponent did not win the election, the amount of influence operations that 
was present may have ultimately pushed smaller regional countries closer to China, having 
abdicated from historical allegiance to Taiwan. M   

 
6 Citizen journalism defined by Britannica (online) is journalism that is conducted by people who are not 
professional journalists but who disseminate information using Web sites, blogs, and social media. The term 
and the practice crystalized in South Korea, where the online entrepreneur Oh Yeon-ho declared in 2000 that 
“every citizen is a reporter.”  (https://www.britannica.com/topic/citizen-journalism, accessed February 1, 2024)  

https://www.researchgate.net/publication/332627049_Citizen_Journalism
https://reutersinstitute.politics.ox.ac.uk/digital-news-report/2022/young-audiences-news-media#SnippetTab
https://www.technologyreview.com/2024/01/04/1086046/whats-next-for-ai-in-2024/
https://www.youtube.com/watch?v=zhqvk2yed4s
https://rusi.org/explore-our-research/publications/commentary/fighting-disinformation-dangerous-year
https://mwi.westpoint.edu/data-as-a-weapon-psychological-operations-in-the-age-of-irregular-information-threats/
https://www.verywellmind.com/what-is-the-misinformation-effect-2795353
https://www.eurekalert.org/news-releases/1030993
https://www.bbvaopenmind.com/en/technology/artificial-intelligence/artificial-intelligence-hallucinations/
https://www.jstor.org/stable/10.3998/mpub.12237294.7?searchText=what+if+I+can%27t+access+the+internet&searchUri=%2Faction%2FdoBasicSearch%3FQuery%3Dwhat%2Bif%2BI%2Bcan%2527t%2Baccess%2Bthe%2Binternet%26sd%3D2020%26pagemark%3DeyJwYWdlIjo0LCJzdGFydHMiOnsiSlNUT1JCYXNpYyI6NzV9fQ%253D%253D%26groupefq%3DWyJyZXZpZXciLCJjb250cmlidXRlZF90ZXh0Iiwic2VhcmNoX2FydGljbGUiLCJzZWFyY2hfY2hhcHRlciIsImNvbnRyaWJ1dGVkX3ZpZGVvIiwiY29udHJpYnV0ZWRfYXVkaW8iLCJtcF9yZXNlYXJjaF9yZXBvcnRfcGFydCIsInJlc2VhcmNoX3JlcG9ydCJd&ab_segments=0%2Fbasic_search_gsv2%2Fcontrol&refreqid=fastly-default%3Ad463385730eafbea2e590493dc11ab63&seq=1
https://www.newsweek.com/china-election-interference-taiwan-2024-presidential-legislative-elections-1857622
https://foreignpolicy.com/2024/01/23/taiwan-election-china-disinformation-influence-interference/
https://www.britannica.com/topic/citizen-journalism
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Analytic Confidence 
The analytic confidence for this estimate is moderate.  Sources were generally reliable and 
tended to corroborate one another.  No AI tools, other than Grammarly, were used in this 
estimate. There was adequate time, but the analyst worked alone and did not use a structured 
method.  Furthermore, given the lengthy time frame of the estimate, this report is sensitive to 
change due to new information, such as AIGC detection software becoming commonplace or 
global regulatory guidance on cyber warfare taking effect. 
 

Author:  LTC Katherine M. Ogletree 
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China Very Likely to Augment Cyber-Attacks With Artificial 
Intelligence-Generated Content by 2029 
 
Executive Summary 
China is very likely (82-85%) to augment national cyber operations with AIGC to increase 
sophistication and volume of attacks by 2029. China is also already involved in establishing 
international norms and controls, which will be the primary delimiting factor. Regardless, 
China’s malicious use of AIGC will likely (60-65%) outpace protections for the near future. 
 
Discussion 
China already has a robust and 
capable national cyber capability 
launching at least 13 known 
attributable attacks targeting sister 
nations in the first qarter of 2024.H 
Nine of the recorded attacks were 
without data exploitation, while four 
of them ended up with data being 
misused. Three of the cyberattacks 
initiated by China in the measured 
year, contained theft of data. H (see 
Figure 1) Further, China has already 
begun to target states with phishing 
attacks designed to gain access to 
networks, steal data, or manipulate 
perceptions.M China’s focus on 
phishing attacks indicates that the 
priority is gaining access to networks 
and data for future exploitation.  

 
To date, China’s cyber campaign is limited by the number of trained cyber personnel and 
access to networks. The introduction of AI will very likely (80-95%) allow Chinese cyber 
operators to shift to guiding AI tools increasing the number and scale of attacks. M Combine 
an experienced cyber team with the speed and power of AI and it becomes apparent that 
China will be capable of launching sophisticated cyber attacks on nations at an alarming rate 
within the next three to five years.  
 
The only factor preventing China’s use of AI Generated Content (AIGC) at the state level are 
the tale-tell continuity, distortion, or background flaws of current AIGC tools. M As AI tools 

Figure 1 Main Types of Cyber Incidents with a Political Dimension 
Launched by China in 2023. Click on picture or go to: 
https://www.statista.com/statistics/1428527/china-launched-
political-cyberattacks-
types/#:~:text=In%202023%2C%20cyber%20threat%20actors,ye
ar%2C%20contained%20theft%20of%20data. 

about:blank#:%7E:text=In%202023%2C%20cyber%20threat%20actors,year%2C%20contained%20theft%20of%20data.
about:blank#:%7E:text=In%202023%2C%20cyber%20threat%20actors,year%2C%20contained%20theft%20of%20data.
https://thediplomat.com/2023/04/china-is-blazing-a-trail-in-regulating-generative-ai-on-the-ccps-terms/
about:blank
about:blank
https://www.statista.com/statistics/1428527/china-launched-political-cyberattacks-types/#:%7E:text=In%202023%2C%20cyber%20threat%20actors,year%2C%20contained%20theft%20of%20data.
https://www.statista.com/statistics/1428527/china-launched-political-cyberattacks-types/#:%7E:text=In%202023%2C%20cyber%20threat%20actors,year%2C%20contained%20theft%20of%20data.
https://www.statista.com/statistics/1428527/china-launched-political-cyberattacks-types/#:%7E:text=In%202023%2C%20cyber%20threat%20actors,year%2C%20contained%20theft%20of%20data.
https://www.statista.com/statistics/1428527/china-launched-political-cyberattacks-types/#:%7E:text=In%202023%2C%20cyber%20threat%20actors,year%2C%20contained%20theft%20of%20data.
https://www.statista.com/statistics/1428527/china-launched-political-cyberattacks-types/#:%7E:text=In%202023%2C%20cyber%20threat%20actors,year%2C%20contained%20theft%20of%20data.
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improve this limitation will fade. China is already making strides to incorporate AIGC into 
its ongoing cyber campaign. In 2023, the National Security Agency warned that Beijing 
started using AI to disseminate propaganda via a fake news channel.M  
By augmenting state level phishing attacks with AIGC China will likely increase the volume 
and sophistication of attacks from a few a year to potentially, hundreds. 
 
China is also learning from cyber criminals and has begun to augment its cyber capability 
with Artificial Intelligence (AI) increasing volume and sophistication of attacks.H China’s 
cyber criminals are continuously developing new techniques to include incorporating AIGC 
to increase the sophistication of phishing attacks.M In 2021, Chinese authorities found that 
criminals had created AI-generated facial videos from scraped internet photos to illegally 
sign up for online payment accounts.H  
 
There are two key limiting factors that will likely affect this forecast.  The first is artificial. 
Most states, to include China are actively pursuing AI regulation. China’s stated goal is to 
ensure “healthy development and standardized application” of AI services that can create 
text, videos, voice, and images. M  China’s seeks to shape international norms for its own 
benefit. However, if enough regulatory governing bodies agree on norms and guidelines, then 
the result would be a naturally self-regulating environment where participating parties 
regulate themselves. 
 
The second factor impacting this forecast is technical. Using AI to detect AIGC is emerging 
but still nascent. It will likely be 3-4 year before an AI will reliably identify AIGC.H This 
means that the reliability of detection tools is already falling behind AIGC capability and is 
unlikely to reliably keep pace.M The use AI to detect AIGC is a growth area, but at present, 
the means to identify AIGC resides primarily in the human domain. As a result, China’s use 
of AIGC for malicious means will almost certainly remain ahead of competitor states cyber 
protection.  

 
Analytic Confidence 
The analytic confidence for this estimate is high given that technical capabilities to conduct 
sophisticated cyber phishing attacks and AIGC capabilities already exist and only need to be 
combined.  Sources were generally reliable and tended to corroborate one another.  There 
was adequate time, but the analyst worked alone and did not use a structured method.  This 
report is sensitive to change due to the pace at which international regulation is implemented. 
 

Author:  COL Robert M. Richardson 
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Artificial Intelligence Models Will Likely be Unable to Distinguish 
Artificial Intelligence Generated Content by 2033 
 
Executive Summary 
Technical advancements in Artificial Intelligence Generated Content (AIGC) make it likely 
(55-80%) that AI detection models, such as GPTZero and OriginalityAI, cannot detect all 
AIGC after 2028.H Despite efforts to develop AI detection mechanisms, AI detection will 
almost certainly (95-99%) not keep pace with AIGC advancement and creation. 
 
Discussion 
The evolution of AI algorithms and the creation of distinctly new AI algorithms will almost 
certainly outpace AI detection models, such as Intel’s “Fake Catcher”H and for-profit 
companies like OriginalityAI.M Of the two commonly used AIGC algorithms, generative 
adversarial networks (GAN) and diffusion-based models, diffusion-based models are more 
capable of producing higher quality AIGC that would be undetectable by AI.H Diffusion 
differs from GANs in that a GAN has an adversarial algorithm that competes to produce a 
better outcome.M A diffusion model learns to create the image from “noise,” creating a more 
detailed product (See Figure 1),H and diffusion models will very likely (80-95%) create more 
realistic and natural content than a GAN by 2028.H Because AI detection models look for 
characteristics of AI generation, such as discrepancies and alignment, M, M the level of hyper-
detail of diffusion models will almost certainly be undetectable by AI models by 2033. 
Notably, a distinctly new AIGC 3D model, Neural Radiance Field (NeRF), is promising to 
impact AIGC exponentially with hyper-realistic three-dimensional modeling from two-
dimensional photographs. In 2020, a NeRF-generated model took several days to produce 
AIGC. In 2022, researchers at NVIDIA created a model in less than a minute.M While NeRFs 
take a large amount of computing power, it is almost certain that by 2028, NeRFs will be the 
next generation of commonly available AI models like GANs and diffusion.

 
Figure 1: Diffusion AI produces an image out of “noise.” Source: NVIDIA. Click to watch a video of a diffusion 
model tutorial, or go to https://www.youtube.com/watch?v=lyodbLwb2lY. Source: YouTube. 

 
 

https://www.pnas.org/doi/epdf/10.1073/pnas.2110013119
https://www.techtarget.com/searchenterpriseai/news/252527266/Intel-deepfake-detector-raises-questions
https://originality.ai/blog/ai-content-detection-score-google
https://developer.nvidia.com/blog/generative-ai-research-spotlight-demystifying-diffusion-based-models/
https://neptune.ai/blog/generative-adversarial-networks-gan-applications
https://developer.nvidia.com/blog/generative-ai-research-spotlight-demystifying-diffusion-based-models/
https://encord.com/blog/diffusion-models/
https://www.techtarget.com/searchenterpriseai/news/252527266/Intel-deepfake-detector-raises-questions
https://www.techtarget.com/searchenterpriseai/feature/How-to-detect-AI-generated-content
https://www.techtarget.com/searchenterpriseai/tip/Generative-models-VAEs-GANs-diffusion-transformers-NeRFs
https://www.youtube.com/watch?v=lyodbLwb2lY
https://www.youtube.com/watch?v=lyodbLwb2lY
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AI models alone will almost certainly not be sufficient to detect AIGC by 2033. Groh et al. at 
the Massachusetts Institute of Technology (M.I.T.) Media Lab established that humans were 
better able to detect AIGC than AI models due to the characteristics of how humans interact 
with images and videos, such as social cues. H However, AI detection models better 
identified grainy, dark, and odd-angle videos than human participants.H The inference from 
this research is that the development of detection models will very likely need to incorporate 
human-AI augmentation.  

 
Detection models and algorithms responding to AI advancements will almost certainly 
follow, not lead, the creation of new AIGC methods. The monetization of AI encourages 
content creators to learn how companies like Google detect AIGC and use that information to 
produce higher-quality detection-proof content.L While detection algorithms are becoming 
equally sophisticated, they fuel a back-and-forth “arms race” of content creation and 
detection.H, M The decentralized and unregulated nature of AI encourages the advancement of 
AI that defeats detection as rapidly as the creation of detection models. In their off time, a 
Stanford University student produced a reliable AI app for generating college-grade essays, 
which was downloaded over 350,000 times in the first week. The app was specifically 
designed to bypass AI plagiarism detection.M Demonstrating the rapid evolution of AIGC 
technology, as recently as December 2023, researchers from Princeton and Carnegie Mellon 
created a new type of model, the structured state model, and assessed it would be five times 
faster than the transformer model, which is used for applications like ChatGPT, and has the 
potential to replace transformers and GANs.M 
 
AIGC detection errors will likely enhance AIGC misinformation. The plagiarism detector 
GPTZero incorrectly identified legitimate text, such as the United States Constitution, as AI-
generated, a form of AI-generated misinformation. Other detection models have similarly 
incorrectly attributed AIGC.H This will very likely sow mistrust of an AI model meant to 
provide detection assistance.M Former Undersecretary of Defense for Policy Michèle 
Flournoy understood this about AI when she stated in Foreign Affairs, “Without proper 
safeguards, AI models could cause all kinds of unintended harm. … policymakers will have 
to implement better approaches to accelerating adoption as well as ensuring safety.”H 

 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were reliable and tended to 
corroborate one another. The analyst used PerplexityAI, and ideas from the results were 
utilized in further research. Perplexity suggested sources that were validated and then used as 
references. There was adequate time, but the analyst worked alone and did not use a 
structured method. Furthermore, given the lengthy time frame of the estimate, this report is 
sensitive to changes in private-sector policies and government regulations. Specifically, the 

https://www.pnas.org/doi/epdf/10.1073/pnas.2110013119
https://www.pnas.org/doi/epdf/10.1073/pnas.2110013119
https://aicontentfy.com/en/blog/stealth-mode-making-ai-content-undetectable-by-google
https://www.defense.gov/News/News-Stories/Article/Article/3656926/battle-looming-between-ai-and-counter-ai-says-official/
https://www.wired.com/story/ai-detection-chat-gpt-college-students/
https://www.wired.com/story/ai-detection-chat-gpt-college-students/
https://interestingengineering.com/innovation/can-mamba-bite-chatgpt
https://www.nytimes.com/2024/04/02/technology/an-ai-researcher-takes-on-election-deepfakes.html?unlocked_article_code=1.hk0.HHRD.tb52bSxXLXKw&smid=url-share
https://arstechnica.com/information-technology/2023/07/why-ai-detectors-think-the-us-constitution-was-written-by-ai/
https://www-foreignaffairs-com.usawc.idm.oclc.org/united-states/ai-already-war-flournoy#author-info
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technological acceleration of AI models and the rapid creation of distinctly new AI models 
add further sensitivity to changes. 
 

Author: Mr. Tom M. Jackson 
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Russian Cyber Operations Highly Likely to Radically Evolve By 
2030, Shifting from Brute Force Attacks to Cyber Espionage 
 
Executive Summary 
Significant national investment, integration of AI into cyber operations, and the advent of the 
Russian National Artificial Intelligence Center (RNAIC), and reaction to ongoing sanctions 
make it very likely (80-95%) that Russian AI-enabled cyber operations will radically evolve 
between 2028 and 2030 despite the war in Ukraine.  
 
Discussion 
Over the last five years the Russia’s AI base of expertise has experienced considerable 
growth from 14 startups to 434 companies.M The academic research arena has experienced 
similar growth as indicated by a poll of academic publication on the topic with a drop off 
following the invasion of Ukraine.M  (see Figure 1) These growth indicators do not include 
the governmental organizations that also have an AI presence, however, President Putin’s 
policy of incorporating 
capability into all aspects of 
government is clear.H Further, 
with the advent of the 
RNAIC, Russia is likely to 
evolve its cyber capability 
from a brute force model to a 
significantly more refined 
model capable of cyber 
espionage by 2030. 
 
While it is difficult to decern 
the real effect of Russian 
cyber, where Russian cyber does have an impact, it is generally limited or short-lived and is 
easily attributable.H Russia’s unrefined cyber-attacks are as a result of poor organizational 
structure which undermines effectiveness. Further, the war with Ukraine drives Russia to 
contribute considerable cyber resources to cyber-attack and active defense.M  However, with 
the eventual end of the war with Ukraine combined with a new organizational structure under 
the 2020 established RNAIC potentially addresses several key limiting factors.   

  
Despite committing considerable cyber resources to Ukraine, Russia is still investing heavily 
across the AI industry. Russian investment in AI research has grown from approximately $16 
billion to more than $115 billion annually.M Additionally, the RNAIC mission is to foster 
partnerships among the nation’s leading state-run and private companies and universities. 

Using publications as an estimative base, Russian AI research has grown by 
more than 1000% over the last 10 years. Click on the picture or go to: AI 
Strategies and Policies in Russian Federation - OECD.AI Source:  Statista 

about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
https://oecd.ai/en/dashboards/countries/RussianFederation
https://oecd.ai/en/dashboards/countries/RussianFederation
https://oecd.ai/en/dashboards/countries/RussianFederation
https://oecd.ai/en/dashboards/countries/RussianFederation
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This step marks Russia’s first attempt to establish and organizational structure to synchronize 
and integrate AI into Russian state and private cyber operations.H Finally, Russian policy 
directs the incorporation of AI into every possible area of government, public, and private 
life.M  While investment, technical, academic, and policy conditions may be set, Russia may 
still struggle to fully implement AI enabled cyber operations as effectively as the west.  
 
The war in Ukraine is the primary limiting factor inhibiting Russian AI but is also serves as a 
testing ground for emerging techniques and tools including AI.M In 2023, approximately two-
fifths of the approximately 4,000 Russian cyber operations were oriented against Ukraine, 
while over the same period, Russia was the target of one inbound cyber-attack for every six 
outbound cyber operations.L These numbers do not account for unreported state-level cyber 
operations so the actual number of cyber events are likely much higher.  
  
In the two to three years following the close of the war in Ukraine, new organizational 
structure offered by the National AI Center combined with the emergence of new 
technologies will likely drive Russia to evolve its cyber capabilities in innovative ways. 
Russian backed cyber actors have already been detected adding large-language models, like 
OpenAI’s ChatGPT, to their toolkit, often in the preliminary stages of their hacking 
operations.M The National AI Center will almost certainly enable Russia to augment its cyber 
capability with emerging tools and technologies across state, private and academic arenas as 
such Moscow has set conditions for an evolution in AI enabled cyber operations shift from 
brute force attacks to subtle and refined cyber espionage operations.M  
 
Analytic Confidence 
The analytic confidence for this estimate is moderate.  Sources were generally reliable and 
tended to corroborate one another.  There was adequate time, but the analyst worked alone 
and did not use a structured method.  However, this report is sensitive to changing conditions 
outside of the technical nature of the report, specifically political conditions between Russia 
and Ukraine. 
 

Author:  COL Robert M. Richardson 
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Social Media Deepfakes Unlikely to Change Adult Opinions 
Through 2033 
 
Executive Summary 
Adults in the United States are unlikely (20-45%) to have their minds changed from seeing 
deepfakes on social media sites through 2033. Theories explaining the belief of truth have 
evolved over time and truth has become less fact based and more feeling based. Studies show 
that people develop their version of truth from their personal history and develop cognitive 
biases which are difficult to change due to the way the brain operates. While adults are 
increasing the amount of news they receive from social media, they remain less malleable to 
have it affect their pre-conceived foundation of truth. Despite the youngest adults being the 
most trusting of news received on social media, it remains unlikely they will overcome their 
bias and change their mind due to deepfakes. 
 
Discussion 
There are five major theories concerning how human beings determine truth and they have 
evolved over time. The Correspondence Theory correlates truth to facts.H The Semantic 
Theory expands on the Correspondence Theory and uses a metamathematical formula to 
ensure the right facts are used to find truth.M The Deflationary Theory breaks away from 
mathematical models and sees truth as a literary convenience.H The Coherence Theory 
indicates people find something true when it does not conflict with what they believe to be 
true.H Finally, the Pragmatic Theory observes that people find something truthful if it is 
useful, and untruthful if they do not find it useful.H These theories demonstrate that truth 
shifted from a fact based idea of truth to truth becoming a method to further one’s personal 
and conditioned reasoning. 
Since theories of truth evolved to allow 
truth to be subjective and not entirely fact 
based, changing someone’s mind is 
difficult with fact-based discussion. A 
Harvard Business Review study of 
business leaders revealed that sound 
arguments and good presentation are 
required to dissuade someone to achieve 
cognitive conversion.H The same study 
showed that no amount of logical or 
emotional  argument was successful at 
changing a deep-set opinion that was 
based on upbringing, cognitive bias, or 
personal history.H Further studies show that 

Figure 1 The amygdala is an almond shaped part of 
the human brain which detects danger. 
https://my.clevelandclinic.org/health/body/24894-
amygdala 

https://plato.stanford.edu/entries/truth-correspondence/
https://iep.utm.edu/s-truth/
https://plato.stanford.edu/entries/truth-deflationary/#PropTrut
https://plato.stanford.edu/entries/truth-coherence/
https://plato.stanford.edu/ENTRIES/pragmatism/
https://hbr.org/2020/07/how-to-actually-change-someones-mind
https://hbr.org/2020/07/how-to-actually-change-someones-mind
https://my.clevelandclinic.org/health/body/24894-amygdala
https://my.clevelandclinic.org/health/body/24894-amygdala
https://my.clevelandclinic.org/health/body/24894-amygdala
https://my.clevelandclinic.org/health/body/24894-amygdala
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people do not accept new or uncomfortable information if it challenges their world view.M 
The part of the human brain which is triggered by conflicting information is the amygdala 
(See Figure 1).M The amygdala interprets changes 
in information as a threat and releases hormones to 
help the human body prepare for fear, fight, or 
flight.M The human brain is wired to resist new 
information which challenges cognitive biases.  
A Pew Research Center poll showed that half of 
adults in the United States get news from social 
media at least sometimes (See Figure 2), with 
Facebook being the most visited site.M Social 
media is largely responsible for the spread of 
deepfakes,M therefore half of adults in the United 
States are at risk of seeing deepfakes as news. The 
real risk is not someone believing the deepfake as 
real news; the true risk is not believing something 
is real due to being conditioned to disbelieve 
everything.M  
 
The youngest adults, ages 18-29, are the leading 
news consumers on Instagram and TikTok.M 
Furthermore, this same age group is the most believing of news received on social media 
than any other age bracket of adults in the United States.M This group reports to have some, 
or a lot, of trust in what they see on social media.M This places the youngest group of adults 
at the most risk of being affected by deepfakes. They have had the least amount of time and 
experience to fully form their biases and are spending the least amount of time consuming 
non-social media news sources to corroborate or challenge information. 
 
Analytic Confidence 
The analytic confidence for this report is moderate. Sources were open-source documents 
which were generally reliable and academic sources were used where possible. Sources were 
corroborative and did not have major discrepancies in content. Adequate time was available 
to prepare this report, but the analyst worked alone without a structured method. Perplexity 
AI was used to help summarize theories. The lengthy timeframe of this estimate is sensitive 
to new information such as future studies showing the result of adults whom have been 
exposed to misinformation their entire life. 
 

Author: LTC Charles Moss 
 

Figure 2 Pew Research results concerning news 
received from social media. 
https://www.pewresearch.org/journalism/fact-
sheet/social-media-and-news-fact-sheet/ 

https://greatergood.berkeley.edu/article/item/why_is_it_so_hard_to_change_peoples_minds
https://my.clevelandclinic.org/health/body/24894-amygdala
https://www.emersonhc.com/change-management/people-hard-wired-resist-change
https://www.pewresearch.org/journalism/fact-sheet/social-media-and-news-fact-sheet/
https://statuslabs.com/blog/what-is-a-deepfake
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7406872/
https://www.pewresearch.org/journalism/fact-sheet/social-media-and-news-fact-sheet/
https://www.pewresearch.org/short-reads/2022/10/27/u-s-adults-under-30-now-trust-information-from-social-media-almost-as-much-as-from-national-news-outlets/
https://www.pewresearch.org/short-reads/2022/10/27/u-s-adults-under-30-now-trust-information-from-social-media-almost-as-much-as-from-national-news-outlets/
https://www.pewresearch.org/journalism/fact-sheet/social-media-and-news-fact-sheet/
https://www.pewresearch.org/journalism/fact-sheet/social-media-and-news-fact-sheet/
https://www.pewresearch.org/journalism/fact-sheet/social-media-and-news-fact-sheet/
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By 2029 Countries Likely Noncommittal on AIGC Norms, with 
Training for U.S. Military and Countermeasures in Place Almost 
Certain 
 
Executive Summary 
By 2029, it is likely (55-80%) that most countries will not sign governance on Artificial 
Intelligence Generated Content (AIGC) behavior because it would restrict their own 
offensive capabilities in the information domain. Despite global rhetoric from leaders who 
have called for international norms or to increase the dialogue as a means to discuss AIGC 
usage protocols, it is not in their interest to sign regulatory and punitive governance. 
Understanding this, it is almost certain (95-99%) that the U.S. will appropriately take 
countermeasures against successful digital psychological operations, such as increasing 
training and cyber literacy.  
 
Discussion 
Even before the rise of AIGC, using digital psychological operations has been common 
practice as an irregular warfare tool.H  Cyber warfare can be traced back as far as 2008 when 
Russia used it prior to its incursion into Georgia.M More recently, in January 2024, China 
used it to attempt to influence Taiwan’s election.M While some tactics have changed 
throughout the years, the fact that cyber warfare has not been clearly defined and lacks clarity 
for its use on the spectrum of 
armed conflict is the interesting 
point.M remarkable. How is it that 
the international community has 
not set  the distinguishable point.H  

This is likely (55-80%) due to the 
freedom and flexibility that 
remaining noncommittal on any 
international or regulatory order 
defining cyber warfare 
characteristics affords a country.M 

For instance, if a country uses 
cyber operations to attrite 
command and control of an 
adversary prior to armed conflict, 
but there is no international law 
governing these actions then there 
is potential for limited, if even 
any, consequences.M  

Figure 5: General CQ Brown, the Chairman of the Joint Chiefs of Staff, 
discusses the risks of artificial intelligence in the military. Click on the 
picture or go to: 
https://www.bing.com/videos/riverview/relatedvideo?&q=the+use+of+artific
ial+intelligence+as+irregular+warfare&&mid=A429A270651D40777074A4
29A270651D40777074&&FORM=VRDGAR  

https://www.jstor.org/stable/resrep24197
https://www.nytimes.com/2008/08/13/technology/13cyber.html
https://www.theguardian.com/world/2024/jan/09/taiwan-presidential-election-china-influence
https://www.nationaldefensemagazine.org/articles/2020/3/18/geneva-conventions-for-cyber-warriors-long-overdue
https://www.jstor.org/stable/26491225?searchText=international+definition+of+cyber+warfare&searchUri=%2Faction%2FdoBasicSearch%3FQuery%3Dinternational%2Bdefinition%2Bof%2Bcyber%2Bwarfare&ab_segments=0%2Fbasic_search_gsv2%2Fcontrol&refreqid=fastly-default%3A0dc68ff52fa110798e114b4120aea792
https://medium.com/readyai-org/2024-the-year-ai-governance-faces-its-toughest-challenges-1359953d08da
https://carnegieendowment.org/2023/04/18/integrating-cyber-into-warfighting-some-early-takeaways-from-ukraine-conflict-pub-89544
https://www.bing.com/videos/riverview/relatedvideo?&q=the+use+of+artificial+intelligence+as+irregular+warfare&&mid=A429A270651D40777074A429A270651D40777074&&FORM=VRDGAR
https://www.bing.com/videos/riverview/relatedvideo?&q=the+use+of+artificial+intelligence+as+irregular+warfare&&mid=A429A270651D40777074A429A270651D40777074&&FORM=VRDGAR
https://www.bing.com/videos/riverview/relatedvideo?&q=the+use+of+artificial+intelligence+as+irregular+warfare&&mid=A429A270651D40777074A429A270651D40777074&&FORM=VRDGAR
https://www.bing.com/videos/riverview/relatedvideo?&q=the+use+of+artificial+intelligence+as+irregular+warfare&&mid=A429A270651D40777074A429A270651D40777074&&FORM=VRDGAR
https://www.bing.com/videos/riverview/relatedvideo?&q=the+use+of+artificial+intelligence+as+irregular+warfare&&mid=A429A270651D40777074A429A270651D40777074&&FORM=VRDGAR
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Since the rise of AIGC, many countries have established and published frameworks calling 
for responsible behavior. However, these are usually voluntarily signed, singularly 
developed, and without stipulations of penalties.M Moreover, despite leaders stating they are 
ready to agree to and implement collective regulations,M they continue to use AIGC to 
conduct digital psychological operations to advance their own national interests.M If a 
country is not subject to an internationally signed agreement or bound by conventions or law 
then any advancements in that area can occur without global repercussions. Most recently 
this was demonstrated with Iran’s nuclear weapons program and its withdraw from the Joint 
Comprehensive Plan of Action.M Specifically addressing AIGC and regulatory guidance, 
countries not bound to being a signatory of any document with global repercussions then 
have freedom to advance in AIGC much faster than those without regulations, and 
subsequently portends future use without repercussions. AIGC could truly maximize existing 
digital psychological operations during gray zone operations.H  In figure 1, Chairman of the 
Joint Chiefs of Staff, General CQ Brown, details the risks of AI(GC), and how countries 
might use it for digital psychological operations. 
 
Knowing the AIGC risks to national security, it is almost certain (95-99%) the U.S. military 
will take measures to protect and counter this threat. Efforts like using detection software, 
which can check the veracity of open source data, to include programs that identify videos 
and images as fake, should be expected as it can mitigate risk.H Additionally, professional 
military education (PME) and training to incorporate AIGC literary will be commonplace by 
2029, specifically for intelligence analysts as they incorporate open source intelligence given 
their job requirements.    
 
Analytic Confidence 
The analytic confidence for this estimate is moderate.  Sources were generally reliable and 
tended to corroborate one another.  No AI tools, other than Grammarly, were used in this 
estimate. There was adequate time, but the analyst worked alone and did not use a structured 
method.  Furthermore, given the lengthy time frame of the estimate, this report is sensitive to 
change. Actions that could affect this forecast include if agreed upon regulatory guidance is 
not punitive, or if the U.S. is in charge of the collective regulations. 
 

Author:  LTC Katherine M. Ogletree 
 
 
 
 
 

https://www.spglobal.com/en/research-insights/featured/special-editorial/the-ai-governance-challenge
https://www.mfa.gov.cn/eng/wjdt_665385/2649_665393/202310/t20231020_11164834.html
https://foreignpolicy.com/2024/01/23/taiwan-election-china-disinformation-influence-interference/
https://www.armscontrol.org/factsheets/NPT-Timeline
https://www.jstor.org/stable/resrep52271?searchText=training+to+recognize+artificial+intelligence&searchUri=%2Faction%2FdoBasicSearch%3FQuery%3Dtraining%2Bto%2Brecognize%2Bartificial%2Bintelligence%26sd%3D2022%26ed%3D2024&ab_segments=0%2Fbasic_search_gsv2%2Fcontrol&refreqid=fastly-default%3A7e281856e627059dca10f25c3731d7a4&seq=5
https://www.jstor.org/stable/resrep42027?searchText=artificial+intelligence+training&searchUri=%2Faction%2FdoBasicSearch%3FQuery%3Dartificial%2Bintelligence%2Btraining%26sd%3D2022%26ed%3D2024&ab_segments=0%2Fbasic_search_gsv2%2Fcontrol&refreqid=fastly-default%3Af0a9d742721263c91a5053fc592b250b&seq=15
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Continued Investment By Industry in Identifying AI Generated 
Content is Very Likely to Continue Thru 2033 
 
Executive Summary  
Industry investment in detecting AI-generated content like deepfakes and bots is very likely 
(80-95%) to significantly increase through 2033. Advanced AI has made creating convincing 
manipulated content easier and more accessible, which will drive a proliferation of deepfakes 
and bots without mitigation efforts. However, if investment in promising detection 
technologies continues, it should help curb risks, although some fake content will inevitably 
slip through. 
 
Discussion  
Technological leaps in AI, such as generative adversarial networks (GANs)H, have enabled 
new content manipulation techniques that require less expertise to deploy effectively. In 
2019, the "DeepTomCruise" TikTok account demonstrated highly realistic Tom Cruise 
deepfake videos created by a single VFX artist, showcasing how advanced individual efforts 
have become.M 
 
In response, a variety of detection technologies and approaches have emerged in recent years: 
 
•  Machine Learning Algorithms: Deep learning models like XceptionNetM have shown 

promising results in 
detecting deepfakes by 
analyzing visual 
inconsistencies. These 
algorithms can learn the 
patterns and features that 
distinguish between real 
and manipulated videos.H 

 
• Forensic Analysis: Forensic 

techniques, such as 
analyzing inconsistencies in 
lighting, shadows, 
reflections, and facial movements, can be employed to detect alterations in videos. For 
example, the FaceForensics++ dataset is being used to train and benchmark deepfake 
detection models.M These methods often rely on detailed frame-by-frame analyses and 
comparisons with reference data to identify discrepancies.H 

 

Social media companies come together to fight misinformation.   
https://www.ciobulletin.com/mobile/social-media-companies-fight-
misinformation Source: 

https://machinelearningmastery.com/what-are-generative-adversarial-networks-gans/
https://www.cnn.com/2021/08/06/tech/tom-cruise-deepfake-tiktok-company/index.html
https://www.analyticsvidhya.com/blog/2018/04/this-deep-learning-algorithm-detects-face-swaps-videos/
https://arxiv.org/pdf/2209.13792v1.pdf
https://ondyari.github.io/faceforensics++/
https://www.sciencedirect.com/science/article/pii/S2589871X2200002X
https://www.ciobulletin.com/mobile/social-media-companies-fight-misinformation
https://www.ciobulletin.com/mobile/social-media-companies-fight-misinformation
https://www.ciobulletin.com/mobile/social-media-companies-fight-misinformation
https://www.ciobulletin.com/mobile/social-media-companies-fight-misinformation
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• Image and Video Authentication: Digital watermarking, digital signatures, and other 
authentication techniques can be applied to videos to ensure their integrity and prove 
their authenticity. These methods can help verify the source and detect any modifications 
to the video since its creation.M 

 
• Collaboration with Social Media Platforms: Social media platforms are actively 

developing and implementing detection systems to identify and flag deepfake videos and 
disinformation campaigns. Major platforms like Facebook, Twitter, and YouTube are 
actively developing and implementing deepfake and bot detection systems.M They 
employ a combination of AI algorithms, user reports, and human moderation to detect 
and remove false content.M 

 
• Data Verification and Fact-Checking: Fact-checking organizations and initiatives aim to 

verify the accuracy of information circulating online. Organizations like FactCheck.org 
are working to verify online information accuracy, with increased focus on AI-generated 
content.H They employ data verification techniques, source analysis, and expert judgment 
to identify and debunk disinformation.H 

 
Several major social media platforms are investing in, and actively working on, detecting 
deepfake videos and disinformation campaigns. The following are some examples. 
 
• Meta: Meta which includes Facebook and Instagram has been investing in research and 

development to detect and combat deepfakes and disinformation. They use a combination 
of AI algorithms, including machine learning and computer vision, to analyze content and 
identify potential manipulations. In the coming months, Facebook may explore labeling 
images that users post when it can detect indicators that are AI generated.H They also 
collaborate with third-party fact-checking organizations to verify the accuracy of 
information.H 

 
• YouTube: YouTube, owned by Google, has been working to detect and remove deep fake 

videos and disinformation. They employ a combination of automated systems and human 
reviewers to identify and take action against misleading or harmful content. YouTube also 
relies on user reports to flag potentially problematic videos.M 

 
• TikTok: TikTok implemented measures to combat deepfakes and disinformation on its 

platforms. They use AI-based algorithms to detect and remove manipulated content. 
TikTok also provides users with reporting options to flag false or misleading 
information.M 

 

https://www.bbc.com/news/technology-53984114
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8139392/
https://www.poynter.org/fact-checking/2023/how-meta-tiktok-twitter-and-youtube-plan-to-address-2024-election-misinformation/
https://www.factcheck.org/
https://penntoday.upenn.edu/news/annenberg-public-policy-center-factcheckorg-misinformation-20-years
https://about.fb.com/news/2024/02/labeling-ai-generated-images-on-facebook-instagram-and-threads/
https://www.facebook.com/formedia/mjp/programs/third-party-fact-checking/partner-map
https://www.facebook.com/formedia/mjp/programs/third-party-fact-checking/partner-map
https://www.theguardian.com/us-news/2024/feb/10/social-media-ai-misinformation-election-2024
https://www.nytimes.com/2022/11/04/technology/tiktok-deepfakes-disinformation.html
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However, detection capabilities must constantly evolve as generation tools improve. More 
extensive datasets and computing power may allow subtle fake indicators to be found, but 
manipulators can leverage the same advances, fueling an AI "arms race." Generating fakes 
still faces fewer technical barriers than identifying them. Rigorous schemas for evaluating 
detection tools will be key for driving innovation. 
 
While industry efforts should mitigate risks through 2033, the spread of some fake content is 
inevitable. Detection may lag around major events like elections when new techniques 
emerge rapidly. Longer-term, regulatory frameworks and digital literacy initiatives will also 
be critical. But profit motives and reputational concerns will continue incentivizing 
aggressive industry investment. 
 
Analytical Confidence 
Confidence level is moderate that industry will continue to invest in the detection of 
deepfake videos and disinformation over the next 5-10 years. This assessment is based on 
evidence regarding the direction of technology developments as well as unambiguous profit 
motives driving their investment despite ethical issues. Regulatory inability to constrain 
growth in the near term solidifies this outlook. However, some uncertainty exists around 
potential future actions by social media platforms if issues escalate further. 
 

Author: CDR Robert V. Liberato 
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Human Intelligence Collection by the United States Unlikely 
Affected by Artificial Intelligence by 2033 
 
Executive Summary 
Human intelligence (HUMINT) collection within the United States Intelligence Community 
(IC) is unlikely (20-45%) to be affected by artificial intelligence generated content (AIGC) 
by 2033. The regulatory nature of HUMINT and the degree of human-in-the-loop within the 
collection cycle make it unlikely that AIGC will enter or remain in IC reporting through 
HUMINT sources. Though adversarial artificial intelligence (AAI) will likely (55-80%) be a 
challenge to HUMINT and HUMINT sources might provide AIGC, human collector training, 
and multiple humans in the collection cycle make it almost certain that AIGC would be 
detected. 
 
Discussion 
Regulations, policy frameworks, and established processes mitigate AIGC harm to HUMINT 
collection. Department of Defense Instructions (DoDI) require specific HUMINT collector 
training and certification, establishing professional standards for conduct.H HUMINT 
information then iterates through at least three more human touchpoints after collection: 
processing, analysis, and evaluation in the IC.H IC directives establish robust frameworks for 
assessing and processing HUMINT information.H Subject matter experts review collected 
information and turn it into intelligence reports.H Dissemination to the IC and evaluation acts 
as a “peer review” in that other IC analysts and consumers review the intelligence material 
and provide feedback.H In total, at least three human touchpoints review HUMINT-collected 
information in the intelligence cycle: the collector, the analyst, and various report evaluators. 
Even without additional AI familiarization training, it is likely (55-80%) that a human at one 
of these touch points would detect AIGC. 
 
HUMINT is primarily a human-to-human interaction, and HUMINT collectors, with 
additional AI familiarization training, will very likely (80-95%) be able to attribute AIGC 
information, text, or images correctly. Dr. Herb Lin, an AI researcher at Stanford University, 
assessed that educating humans, not technology, would mitigate AIGC’s harm to the IC. By 
qualitative testing, Groh et al. at the MIT Media Lab also determined that humans were 
marginally better at AI detection than selected AI models.H When augmented with AI 
detection models, the participant’s detection rate increased by ten percent.H Former Under 
Secretary of Defense for Policy Michèle Flournoy considered education and exposure to AI 
critical for attribution and detection.7 As a countermeasure to AIGC, the World Economic 
Forum recommends adopting a cybersecurity “zero trust” mindset.H This is based on a report 

 
 

https://dodcertpmo.defense.gov/Portals/62/330515p.pdf
https://irp.fas.org/nsa/ioss/threat96/part02.htm
https://www.odni.gov/files/documents/ICD/ICD-304.pdf
https://www.intelligence.gov/how-the-ic-works
https://www.intelligence.gov/how-the-ic-works
https://www.pnas.org/doi/epdf/10.1073/pnas.2110013119
https://www.pnas.org/doi/epdf/10.1073/pnas.2110013119
https://www.weforum.org/agenda/2024/02/4-ways-to-future-proof-against-deepfakes-in-2024-and-beyond/?utm_content=17%2F02%2F2024+09%3A00&utm_medium=social_scheduler&utm_source=linkedin&utm_term=Artificial+Intelligence
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from the National Institutes of Science and Technology: Computer Security Resource Center 
paper, which outlines that a “zero-trust” approach “…removes the assumption of trust from 
users and network.”H An AI “mindfulness” program also increases the probability of AIGC 
detection using a psycho-cognitive approach that understands emotional triggers and takes a 
holistic view of the information.H An individual with this mindset acts as a “human firewall” 
for information, increases awareness of AIGC misinformation, and would lead to better 
detection.H HUMINT collectors and analysts trained in AIGC familiarization, mindfulness, 
and a “zero-trust” mindset would form a formidable mesh of detection mechanisms. Though 
a HUMINT source might 
unwittingly provide AIGC, 
such as misinformation 
collected from the Internet, 
a HUMINT collector 
trained in a “zero trust” 
mindset and AI mindfulness 
would very likely detect the 
AIGC.M If a HUMINT 
collector did not detect 
AIGC at the point of 
collection, the other human 
touch-points (processing, 
analysis, and IC review) 
would almost certainly (95-99%) identify AIGC. 
 
Adversarial AI (AAI) will almost certainly challenge IC HUMINT reporting. A Department 
of Homeland Security report identified several AAI attacks potentially impacting HUMINT, 
such as generative AI, image morphing, and data poisoning8.H As recently as February 2024, 
Microsoft researchers found that Iran, Russia, North Korea, and China were leveraging large 
language models for intelligence purposes, such as intelligence deception and intelligence-
related content generation (See Figure 1 interviews of Microsoft security experts).M AAI-
generated text that resembles sensitive adversarial information or AAI-generated images 
provided to HUMINT collectors through a double-agentH will likely pose a challenge to 
HUMINT collectors at the point of collection. Because the IC HUMINT enterprise has an 
established HUMINT collection and dissemination framework replete with human 
touchpoints, it is almost certain that AAI-provided information would be detected and 

 
8 Dimitri Kusnezov, Ph.D. et al., “Department of Homeland Security: Risks and Mitigation Strategies for 
Adversarial Artificial Intelligence Threats,” Government (Washington D.C., June 2023), 13,20. Data poisoning 
is introducing data into an AI model to alter the model’s outputs. Imagine morphing is using an AI model to 
combine two images into one composite image. 

Figure1: Microsoft digital briefing on threat actors using AI. Click on photo or go to 
https://s7d2.scene7.com/is/content/microsoftcorp/Cyber-Signals-Digital-Briefing-
Issue_video_en-us. Source: Microsoft  

https://csrc.nist.gov/pubs/pd/2020/03/17/implementing-a-zero-trust-architecture/ipd
https://www.weforum.org/agenda/2024/02/4-ways-to-future-proof-against-deepfakes-in-2024-and-beyond/?utm_content=17%2F02%2F2024+09%3A00&utm_medium=social_scheduler&utm_source=linkedin&utm_term=Artificial+Intelligence
https://www.intechopen.com/online-first/1168550
https://www.weforum.org/agenda/2024/02/4-ways-to-future-proof-against-deepfakes-in-2024-and-beyond/?utm_content=17%2F02%2F2024+09%3A00&utm_medium=social_scheduler&utm_source=linkedin&utm_term=Artificial+Intelligence
chrome-extension://efaidnbmnnnibpcajpcglclefindmkaj/https:/www.dhs.gov/sites/default/files/2023-12/23_1222_st_risks_mitigation_strategies.pdf
https://www.microsoft.com/en-us/security/business/security-insider/reports/cyber-signals/cyber-signals-issue-6-navigating-cyberthreats-and-strengthening-defenses/
https://www.merriam-webster.com/dictionary/double%20agent
https://s7d2.scene7.com/is/content/microsoftcorp/Cyber-Signals-Digital-Briefing-Issue_video_en-us
https://s7d2.scene7.com/is/content/microsoftcorp/Cyber-Signals-Digital-Briefing-Issue_video_en-us
https://s7d2.scene7.com/is/content/microsoftcorp/Cyber-Signals-Digital-Briefing-Issue_video_en-us
https://s7d2.scene7.com/is/content/microsoftcorp/Cyber-Signals-Digital-Briefing-Issue_video_en-us


Weaponizing Artificial Intelligence Generated Content 

59 

 

 

attributed to AAI. With additional AIGC familiarization training and a “zero-trust” mindset, 
it is unlikely that AIGC will enter IC reporting through HUMINT collection. 
 
Analytic Confidence 
The analytic confidence for this estimate is high. Sources were reliable and corroborated one 
another. Perplexity was used, and ideas from the results were utilized in further research. 
Perplexity suggested sources that were validated and then used as references.  There was 
adequate time, but the analyst worked alone and did not use a structured method. 
Furthermore, given the lengthy time frame of the estimate, this report is sensitive to change 
due to new information and how a foreign intelligence service would use AAIs for HUMINT 
operations. Some of the information on IC collection is classified, and assessments were 
made using publicly available information from the Director of National Intelligence. 
 

Author:  Mr. Tom M. Jackson 
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Likely the United States Government Will Prioritize Media Literacy 
Programs by 2033 
 
Executive Summary  
The rise of social media makes it easier than ever to access information, including 
information that is false or misleading. This is due to steady advancements in Artificial 
Intelligence Generated Content and the growing threat of disinformation. The need for 
further media literacy programs makes it likely (55-80%) that by 2030, the United States 
Government and Department of Education will develop a curriculum to target media literacy 
education to address the negative effects of disinformation and misinformation. 
 
Discussion  
The proliferation of disinformation threatens the very foundations of a healthy society by 
clouding truth and sowing confusion and discord among the population.M Disinformation has 
also been utilized to undermine 
elections, enable human rights abuses, 
justify conflicts, and challenge 
scientific consensus.H Education, 
especially at an early age, is an 
essential component to address 
disinformation and misinformation.H 
“Raising awareness among children 
and teenagers about misinformation is 
fundamental in preventing them from 
being tricked by falsehoods online,” 
said Aleksandra Wrona, marketing 
and education director of Pravda 
Association. “What we want to see in 
the future is a society resistant to 
misinformation”H 
 
A 2016 Stanford University study, 
showed that high school students had a 
hard time distinguishing between 
sponsored content and news articles or 
determining the potential bias of social 
media messages.H A 2018 MIT study on 
the spread of false information on X, at 
the time known as Twitter, found that 
fake news stories were 70 percent more 

Figure 1 Expanded Media Literacy Index. Source: 2023 Open 
Society Institute Media Literacy Index https://osis.bg/wp- 
content/uploads/2023/06/MLI-report-in-English-22.06.pdf 

https://ssir.org/articles/entry/strengthen_media_literacy_to_win_the_fight_against_misinformation
https://www.rand.org/pubs/commentary/2021/03/towards-an-ai-based-counter-disinformation-framework.html
https://www.rand.org/pubs/research_reports/RR3050.html
https://www.who.int/news/item/27-07-2021-raising-awareness-of-misinformation-among-children-in-poland
https://ed.stanford.edu/news/stanford-researchers-find-students-have-trouble-judging-credibility-information-online
https://osis.bg/wp-%20content/uploads/2023/06/MLI-report-in-English-22.06.pdf
https://osis.bg/wp-%20content/uploads/2023/06/MLI-report-in-English-22.06.pdf
https://osis.bg/wp-%20content/uploads/2023/06/MLI-report-in-English-22.06.pdf
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likely to be retweeted than true news stories.H 
 
The United States lags behind many other countries in areas that indicate effective media 
literacy education.M According to the latest report, Finland tops the media literacy index for 
the sixth time in a row, with the United States ranking 17 out of 47 countries (See Figure 1).H 
The index measures potential vulnerability to disinformation, with higher rankings and scores 
indicating better resilience of societies to the impact of disinformation and related 
phenomena. 
 
Several factors suggest the United States government will likely prioritize media literacy 
education by 2030: 
 
• The increasing sophistication and prevalence of disinformation campaigns threaten social 

stability and democratic processes. Left unchecked, these trends will worsen in the 
coming years. 

• Successful models in countries like Finland demonstrate the efficacy of comprehensive 
media literacy programs in building societal resilience against disinformation. Adapting 
these approaches to the U.S. context is feasible with sufficient political will and 
resources. 

 
• Educating the younger generation is a proactive, long-term solution compared to reactive 

policy measures. A media-literate populace can identify misinformation and approach 
online content with appropriate skepticism.H 

 
• The costs of inaction, in terms of social discord and weakened democratic institutions, 

likely outweigh the financial and logistical challenges of implementing media literacy 
curricula. 

 
While valid concerns exist around costs, federal overreach, and free speech implications, the 
urgent need to equip citizens with critical media skills will likely spur government action 
within the forecast timeframe. By 2030, without significant changes, civilians entering the 
military will almost certainly be susceptible to misinformation and require media literacy 
training. An informed populace is harder to exploit and more resilient to the negative effects 
of disinformation over time. 
 
Analytical Confidence 
Confidence level is moderate that United Staes Government will develop media literacy 
curriculums within the next 2-6 years. This assessment is based on clear evidence regarding 
the direction of media disinformation and misinformation developments and variations in the 

https://news.mit.edu/2018/study-twitter-false-news-travels-faster-true-stories-0308
https://www.scientificamerican.com/article/schoolkids-are-falling-victim-to-disinformation-and-conspiracy-fantasies/
https://osis.bg/wp-content/uploads/2023/06/MLI-report-in-English-22.06.pdf
https://www.tandfonline.com/doi/epdf/10.1080/23311983.2022.2037229?needAccess=true
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adaptability of international media literacy programs to the U.S. educational system, potential 
resistance from stakeholders, and the evolving nature of digital misinformation. Regulatory 
inability to constrain growth in the near term solidifies this outlook. 
 

Author: CDR Robert Liberato 
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Social Media Industry Unlikely to Prevent Misinformation Through 
2033 
 
Executive Summary 
Social media companies are unlikely (20-45%) to prevent the posting and spread of 
misinformation on their platforms through 2033. TikTok is designed to be addictive for 
young adults and is the easiest social media platform to use for manipulation. Facebook is 
attempting to ensure misinformation is removed but its process is slow. X has shown success 
in removing posts with misinformation All the referenced companies have policies 
concerning the removal of misinformation, but their policies are slow to react and the spread 
of misinformation has already occurred. 
 
Discussion 
TikTok’s community guidelines allow the use of artificial intelligence generated content 
(AIGC) and other forms of digital technology.H These posts must be marked with a 
notification indicating it is synthetic or not real. H These guidelines specifically disallow 
deepfakes to be posted on private individuals, but deepfakes concerning public figures have 
more latitude. H TikTok’s community guidelines do not give specific guidance on how 
deceptive or manipulative videos must be marked or how conspicuous the marking must be. 
Independent research shows that TikTok often lacks context and citations which people need 
to verify 
information.M This is 
of particular concern 
as younger 
generations have less 
awareness of fake 
news, when compared 
to older generations.M 
Generation Z is the 
most trusting of 
TikTok among adult 
users in the United 
States, at 65%.M A 
separate study 
showed further 
dangers with TikTok, 
finding it was the most addictive social media platform.M This study indicated TikTok’s 
algorithm is intentionally designed to be addictive in an effort to drive users to specific 
videos.M Francesca Panetta, a multimedia artist and journalist, cited TikTok as a social media 

Figure 1: Meta CEO, Mark Zuckerberg, testifies before congress 
concerning community guidelines. Video available at: 
https://www.youtube.com/watch?v=VDmeGQcpRLQ 

https://www.tiktok.com/community-guidelines/en/integrity-authenticity/#3
https://www.tiktok.com/community-guidelines/en/integrity-authenticity/#3
https://www.tiktok.com/community-guidelines/en/integrity-authenticity/#3
https://www.researchgate.net/publication/377700508_Exploring_fake_news_awareness_and_trust_in_the_age_of_social_media_among_university_student_TikTok_users
https://www.researchgate.net/publication/377700508_Exploring_fake_news_awareness_and_trust_in_the_age_of_social_media_among_university_student_TikTok_users
https://www.marketingcharts.com/digital/social-media-228108
https://www.mdpi.com/2076-0760/12/8/465
https://www.mdpi.com/2076-0760/12/8/465
https://www.youtube.com/watch?v=VDmeGQcpRLQ
https://www.youtube.com/watch?v=VDmeGQcpRLQ
https://www.youtube.com/watch?v=VDmeGQcpRLQ
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platform which is designed to merge various media sources, making it useful for 
manipulation.M Panetta also questioned the platform’s ability to perform fact checking.M The 
addictive nature of the platform, coupled with its corporate policies are unlikely to change 
due to the company’s success in the United States. TikTok was estimated to have 
192,000,000 North American users in 2023.M 
 
Meta, the company which owns Facebook and Instagram, has similar rules regarding 
manipulated media, but are stricter. Meta has two criterion to determine if a video should be 
removed: a video is not detectable to be misinformation to the average person and the video 
was created by AIGC which appears to be real.H Further, Meta reserves the right to label 
content which, although does not directly violate community standards, if it is AIGC and has 
a high risk of deceiving the public on important matters. H Figure 1 shows Meta CEO 
testifying before congress concerning the platform’s community guidelines. A report from 
George Washington University discovered that Facebook’s policies are not effective at 
systemically removing misinformation.H This is due to the design of the platform, which is 
intended to build communities based on similar interests and ideologies.H A report from the 
United States Department of Homeland Security credited Facebook with being able to detect 
deepfakes but also found that the detection is slow.H  
 
X, formerly known as Twitter, has a more direct policy concerning synthetic material. X’s 
overview of its community guidelines concerning AIGC is “You may not share synthetic, 
manipulated, or out of context media that may deceive or confuse people and lead to harm 
(“misleading media”).”H X also withholds its authority to label posts which contain 
misinformation.H The Cambridge University Press credited Twitter with actively taking steps 
to reduce misinformation on their platform.M The study revealed Twitter followed its policies 
of removing posts which were found to be potentially harmful if someone believed the post. 
M A separate study concluded that Twitter posts with misinformation spreads six times faster 
than truthful posts.M Misinformation is not the only issue that Twitter should be aware of. A 
2021 study showed that X’s user algorithm is similar to that of TikTok; it is intended to keep 
users within their echo chamber.M While X has shown success in removing posts which 
violate its user agreement, it is unlikely to create a mechanism which would perform fact 
checking prior to allowing a post to be seen. 
 
Analytic Confidence 
The analytic confidence for this report is moderate. Sources were open source documents 
where were found to be reliable and corroborated information. Corporate community 
guidance rules were sourced directly from the companies’ websites. Academic sources were 
referenced where possible. Corporate policies are constantly changing and could have future 
impacts on this estimate. Adequate time was available to prepare this report, but the analyst 

https://www.nytimes.com/2022/11/04/technology/tiktok-deepfakes-disinformation.html
https://www.nytimes.com/2022/11/04/technology/tiktok-deepfakes-disinformation.html
https://www.businessofapps.com/data/tik-tok-statistics/
https://transparency.fb.com/policies/community-standards/misinformation/
https://transparency.fb.com/policies/community-standards/misinformation/
https://gwtoday.gwu.edu/facebooks-design-makes-it-unable-control-misinformation
https://gwtoday.gwu.edu/facebooks-design-makes-it-unable-control-misinformation
https://www.dhs.gov/sites/default/files/publications/increasing_threats_of_deepfake_identities_0.pdf
https://help.twitter.com/en/rules-and-policies/manipulated-media
https://help.twitter.com/en/rules-and-policies/manipulated-media
https://www.cambridge.org/core/journals/canadian-journal-of-emergency-medicine/article/twitter-pandemic-the-critical-role-of-twitter-in-the-dissemination-of-medical-information-and-misinformation-during-the-covid19-pandemic/9F42C2D99CA00FBAE50A66D107322211
https://www.cambridge.org/core/journals/canadian-journal-of-emergency-medicine/article/twitter-pandemic-the-critical-role-of-twitter-in-the-dissemination-of-medical-information-and-misinformation-during-the-covid19-pandemic/9F42C2D99CA00FBAE50A66D107322211
https://www.science.org/content/article/fake-news-spreads-faster-true-news-twitter-thanks-people-not-bots
https://www.pnas.org/doi/full/10.1073/pnas.2025334119


Weaponizing Artificial Intelligence Generated Content 

65 

 

 

worked alone without a structured method. The lengthy timeframe of this estimate is 
sensitive to new information such as updates to corporate policies. 

 
Author: LTC Charles Moss 
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Artificial Intelligence Generated Synthetic Data Provides Novel 
Approach to Infiltrating Networks Between 2025 and 2030 
 
Executive Summary 
The use of AI generated synthetic data to train AIs is highly likely (80-95%) to pose an 
increased risk to network security due to poor data supply chain efficacy between 2025 and 
2030 despite cyber protections.  
 
Discussion 
As AIs become increasingly complex and varied in use, the industry is moving to synthetic 
data to train AIs. Machine learning requires millions of samples to train a neural network.L In 
training an AI, it is often technically infeasible to create every possible permutation it may 
encounter. As a result, developers are turning to synthetic data produced by existing AIs to 
generate the massive volume of high quality, unbiased, cheap data needed to train. (see 
Figure)M However, a recent vulnerability discovered by HiddenLayer, a leading cyber 
security group, determined that it is possible to send malicious pull requests with attacker-
controlled data from the Hugging Face service to any repository on the platform, as well as 
hijack any models that are submitted through the conversion service.M This example 
illustrates how a nefarious actor can use AI generated synthetic data used to support an AI 
ecosystem to embed 
hidden commands that 
only trigger under 
certain circumstances. 
Essentially, the actor 
hides triggers inside 
AI generated synthetic 
data which can remain 
dormant within the 
system indefinitely 
and activated by 
seemingly innocuous 
means.  
 
The model of data 
tampering described above relies on an activation function in the hidden layers of a neural 
network. (see figure 2). While not yet prevalent, the Hugging Face vulnerability 
demonstrates that it is possible to introduce an activation function in a little used hidden layer 
that will only trigger under specific conditions.M Specifically, hijack models submitted by 
users and result in data supply chain attacks, converting key data elements. In the Hugging 

Figure 1 Use of Synthetic Data to Rise:  https://www.shaped.ai/blog/how-
synthetic-data-is-used-to-train-machine-learning-models.  Source:  Shaped AI 
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Face model, an AI was employed to convert data from repository to another. The AI 
performed its function however it hijacked the model that was supposed to be converted 
allowing the threat actor to make changes to any Hugging Face repository, claiming to be the 
conversion bot.H the effect was that the data was compromised. Subsequent AIs did not 
recognize that the data was corrupted since it was coming from a known source. 
 
There are any number of circumstances where a hidden trigger would compromise a network. 
Conceivably combining the ability to hide triggers in data models with AI Generated Content 
results in the potential 
for an AI to impersonate 
an authorized users in 
the network bypassing 
the human defense layer. 
Once a trigger activates, 
another AI hidden in the 
data generates a digital 
facsimile of a legitimate 
user and employes their 
credentials to perform a 
routine function such as 
send or receive an email 
from an external 
source.L The external 
user might then use this 
access to introduce 
executables into the 
network.  
 
This use case illustrates how AIs can encode errors into data models despite efforts to ensure 
the efficacy of synthetic data. While AIs are still an emerging technology, development is 
prolific. It is highly likely that state and non-state cyber actors will identify gaps in the Data 
Supply Chain where erroneous or malicious triggers can be inserted in the hidden layers and 
lying dormant indefinitely.M It is also likely that this method will be used in the near term 
(two to five years) to gain access to networks for later exploitation. Given the prolific nature 
of AI development in the near term, the best defense will be to ensure the security of the Data 
Supply Chain.  
 
 
 

Figure 2 Introduction to Neural Networks:  https://towardsai.net/p/machine-
learning/introduction-to-neural-networks-and-their-key-elements-part-c-
activation-functions-layers-ea8c915a9d9 
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Analytic Confidence 
The analytic confidence for this estimate is moderate.  Given the recency of this topic, there 
were relatively few sources to support the final forecast. There was adequate time, but the 
analyst worked alone and did not use a structured method.  Furthermore, given the lengthy 
time frame of the estimate, this report is sensitive to change due to new information. It is 
probable that awareness of this known vulnerability will impact future cyber security 
conditions. 
 

Author:  COL Robert M. Richardson 
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Misinformation Very Likely to Lead to Mistrust in Institutions and 
Increase Polarization Through 2033 
 
Executive Summary 
Online misinformation is very likely (80-95%) to lead American citizens to mistrust 
governmental institutions and media outlets as well as drive toward continued polarization 
through 2033. Recent studies show that misinformation in social media will continue to 
increase the divide between political parties. Studies also show that the overall trust of the 
media is in decline, despite a slight uptick from 2022-2023, studies reveal Americans are 
turning away from traditional media outlets and leaning more toward social media for news. 
 
Discussion 
A combined Rutgers University and Northeastern University research study concluded that 
fake news, (information which is intentionally false or deliberately misleading,)H led some 
people to have higher levels of trust in governmental institutions.H The study found that if the 
fake news was supportive of one’s political party, it led to higher trust. If the fake news was 
supportive of opposing views, it led to distrust. Figure 1 shows the findings of the study in 
which the trust in political 
institutions increased most for 
the most conservative adults who 
were exposed to fake news, 
while also showing a decrease in 
trust for the same individuals 
who were not exposed to fake 
news.H Katherine Ognyanova, 
assistant professor of 
communication at Rutgers 
University, indicated that this 
mistrust needs attention from 
multiple stakeholders.H 

Ognyanova said “Platforms 
should work hand in hand with 
media and users to implement 
solutions that increase the social 
costs of spreading fake stories. 
Regulators can help increase the transparency that is required in the process.”H President 
Biden signed Executive Order 14110 in October 2023 which requires artificial intelligence 
generated content or synthetic data to be watermarked or tagged.H However, congress will 
still have to come to agreement to pass worthwhile legislation to enforce compliance. 

Figure 1 Rutgers University led study shows the relationship 
between adults who were exposed and not exposed to fake news. 
https://misinforeview.hks.harvard.edu/wp-
content/uploads/2020/06/Misinformation-in-action-Ognyanova-et-al-
2020.pdf 

https://www.apa.org/topics/journalism-facts/misinformation-disinformation
https://misinforeview.hks.harvard.edu/wp-content/uploads/2020/06/Misinformation-in-action-Ognyanova-et-al-2020.pdf
https://misinforeview.hks.harvard.edu/wp-content/uploads/2020/06/Misinformation-in-action-Ognyanova-et-al-2020.pdf
https://www.rutgers.edu/news/fake-news-lowers-trust-mainstream-media-across-party-lines-study-finds
https://www.rutgers.edu/news/fake-news-lowers-trust-mainstream-media-across-party-lines-study-finds
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://misinforeview.hks.harvard.edu/wp-content/uploads/2020/06/Misinformation-in-action-Ognyanova-et-al-2020.pdf
https://misinforeview.hks.harvard.edu/wp-content/uploads/2020/06/Misinformation-in-action-Ognyanova-et-al-2020.pdf
https://misinforeview.hks.harvard.edu/wp-content/uploads/2020/06/Misinformation-in-action-Ognyanova-et-al-2020.pdf
https://misinforeview.hks.harvard.edu/wp-content/uploads/2020/06/Misinformation-in-action-Ognyanova-et-al-2020.pdf
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The Rutgers led  study also discovered that online misinformation, (information which is 
false or inaccurate,)H lowered people’s trust in mainstream media despite political 
affiliation.H This is corroborated by The 2022 Reuters Institute Digital News Report which 
showed a decline in trust of the media.H This report concluded that only 26% of Americans 
have general trust in the media.H As the distrust in mainstream media declines, consumers are 
looking more toward social media for news. In 2023, Reuters reported that consumers are 
more interested in social media influencers than journalists, and that young adults, aged 18-
24, are making TikTok the most used social media application.M The 2023 report further 
displayed a lack of interest in traditional media to be down over 10% since 2017.M The 
United States did however see a slight increase in trust of the media in 2023 to 32%.M A 
Gallop poll from 2023 also shows American trust in the media at 32% and recognizes it as 
the lowest seen since 2016.M This poll showed a decline in the percentage of people who had 
a great or fair amount of trust, a slight increase in people who did not have much trust, and an 
increase in the 
percentage of 
people who had 
no trust in the 
media, see figure 
2.M 
A third impact 
from online 
misinformation 
is the increase in 
polarization 
amongst 
Americans. The 
dangers of 
polarization 
include eroding political stability and declining democratic discourse.M This leads to an 
inability of government or media to gain a consensus among citizens on major issues such as 
pandemic response, climate change, or domestic terrorism.M To complicate matters further, 
studies show that attempts to censor hate speech or misinformation on social media leads to 
further polarization.M It is unlikely (20-45%) that this polarization will reverse course before 
2033. A study of political polarization concluded that people have a tendency to avoid 
information which counters their cognitive biases.H Even when fact-checkers are used and 
information is retracted, people still have a tendency to hold on to partisan beliefs and 
ideology.H 
 

Figure 2 reveals the results of a 2023 Gallop poll showing the decline in media trust. 
https://news.gallup.com/poll/512861/media-confidence-matches-2016-record-low.aspx 

https://www.apa.org/topics/journalism-facts/misinformation-disinformation
https://www.rutgers.edu/news/fake-news-lowers-trust-mainstream-media-across-party-lines-study-finds
https://reutersinstitute.politics.ox.ac.uk/sites/default/files/2022-06/Digital_News-Report_2022.pdf
https://reutersinstitute.politics.ox.ac.uk/sites/default/files/2022-06/Digital_News-Report_2022.pdf
https://www.reuters.com/business/media-telecom/fewer-people-trust-traditional-media-more-turn-tiktok-news-report-says-2023-06-13/
https://www.reuters.com/business/media-telecom/fewer-people-trust-traditional-media-more-turn-tiktok-news-report-says-2023-06-13/
https://www.reuters.com/business/media-telecom/fewer-people-trust-traditional-media-more-turn-tiktok-news-report-says-2023-06-13/
https://news.gallup.com/poll/512861/media-confidence-matches-2016-record-low.aspx
https://news.gallup.com/poll/512861/media-confidence-matches-2016-record-low.aspx
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC10106894/#CR183
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC10106894/#CR183
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC10106894/#CR183
https://journals.sagepub.com/doi/10.1177/0093650218819671
https://journals.sagepub.com/doi/10.1177/0093650218819671
https://news.gallup.com/poll/512861/media-confidence-matches-2016-record-low.aspx
https://news.gallup.com/poll/512861/media-confidence-matches-2016-record-low.aspx
https://news.gallup.com/poll/512861/media-confidence-matches-2016-record-low.aspx
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Analytic Confidence 
The analytic confidence for this report is moderate. Sources were found to be reliable and the 
information was generally corroborated. The author is not a subject matter expert but looked 
to scholarly and peer reviewed material where available. Adequate time was available to 
prepare this report but the analyst worked alone without structured method. Given the time 
frame of this estimate, it is slightly sensitive to change due to new information such as legal 
legislation preventing online misinformation.  
 

Author: LTC Charles Moss 
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AI Tags Likely to Play a Crucial Role in Defeating Disinformation by 
2033 
 
Executive Summary  
By 2030, emergent AI techniques, such as automated media tagging and enhanced 
watermarking, will likely (55-80%) play a crucial role in limiting disinformation. 
Specifically, these technologies can embed verifiable signals and metadata on the origin and 
creation methods in all online posts. Social platforms can then easily flag suspicious content 
based on these machine-readable indicators. Although privacy and accountability 
considerations around data access and systems governance still require resolution, it is likely 
that the commercial nature of AI tagging will drive the adoption cycle, along with the 
scalability of AI-enabled authentication offers more potential than current content-
moderation approaches in the fight against viral disinformation. 
 
Discussion  
The spread of disinformation and false or misleading information presented as facts has 
become a crisis in the modern digital era. Social media platforms and online forums allow 
disinformation to spread rapidly to a wide audience, often with serious real-world 
consequences including eroded public trust and increased polarization.H Early in the Russia-
Ukraine war a fake and 
heavily manipulated video 
depicting Ukrainian President 
Volodymyr Zelensky (See 
Figure 1) circulated on social 
media. This showed a 
rendering of the Ukrainian 
president appearing to tell his 
soldiers to lay down their 
arms and surrender the fight 
against Russia.M Ultimately, 
the unconvincing fake of 
President Zelensky was 
ridiculed by many Ukrainians 
as they quickly pointed out 
that Zelensky's accent was off 
and that his head and voice 
did not appear authentic upon 
close inspection,M even 
though this video was crude, 

Figure 1 Russian deepfake. Chick on picture or go to: 
https://www.npr.org/2022/03/16/1087062648/deepfake-video-
zelenskyy-experts-war-manipulation-ukraine-russia Source: NPR.com 

https://news.stanford.edu/2022/04/13/know-disinformation-address/
https://www.bbc.com/news/technology-60780142
https://www.bbc.com/news/technology-60780142
https://www.npr.org/2022/03/16/1087062648/deepfake-video-zelenskyy-experts-war-manipulation-ukraine-russia
https://www.npr.org/2022/03/16/1087062648/deepfake-video-zelenskyy-experts-war-manipulation-ukraine-russia
https://www.npr.org/2022/03/16/1087062648/deepfake-video-zelenskyy-experts-war-manipulation-ukraine-russia
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that would not be the case in the near future. 
 
The spread of disinformation and false or misleading information presented as facts has become a 
crisis in the modern digital era. Social media platforms and online forums allow disinformation to 
spread rapidly to a wide audience, often with serious real-world consequences including eroded 
public trust and increased polarization.H 
 
According to a recent study by the University of Bergen, human-led fact-checking alone 
cannot keep pace with the speed and scale of disinformation circulating today.M Unlike 
human content moderators, who can realistically review a limited number of posts per day, 
AI systems can instantly analyze millions of pieces of content to detect disinformation 
signals and trends.H Two technologies leading this charge are AI content tagging and 
enhanced watermarking protocols.H AI tags are invisible metadata embedded in media like 
news articles, social posts, or videos, encoding attributes about the origin, geo-location, 
creation method and more using machine learning models.H Watermarking similarly hides 
identifying codes now frequently generated by AI within the media itself rather than external 
tags, providing backup signals for verifying authenticity and provenance.H 
  
 
Used in tandem, AI 
tagging and next-
generation 
watermarking present a 
formidable solution 
against disinformation.H 
All media released 
online would carry 
machine-readable 
signals to instantly flag 
AI content moderation 
layers on major 
platforms, throttling 
the spread of 
inauthentic items.H disinformation pushers would also lose anonymity previously provided 
by social media, as cutting-edge watermarking traces content directly back to the source 
account or devices.   
 
The overwhelmingly commercial nature of AI tagging makes it likely that multiple 
companies will be able to take advantage of advances in the technology. Projects such as 
C2PA named for the group that created it, the Coalition for Content Provenance and 

Figure 2 Example of a deepfake video with a label created by Truepic. 
Click on picture of go to: https://truepic.com/revel/ Source: Truepic.com 

https://news.stanford.edu/2022/04/13/know-disinformation-address/
https://ijnet.org/en/story/tracking-disinformation-these-ai-tools-can-help
https://arxiv.org/pdf/2108.11896.pdf
https://www.brookings.edu/articles/detecting-ai-fingerprints-a-guide-to-watermarking-and-beyond/
https://www.allaboutai.com/ai-glossary/metadata/
https://www.technologyreview.com/2023/08/29/1078620/google-deepmind-has-launched-a-watermarking-tool-for-ai-generated-images/
https://openreview.net/pdf?id=SsmT8aO45L
https://openreview.net/pdf?id=SsmT8aO45L
https://truepic.com/revel/
https://truepic.com/revel/
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Authenticity is a set of new technical standards and freely available code that securely labels 
content with information clarifying where it came from.H Truepic and acclaimed production 
studio, Revel.ai, have partnered to produce the world’s first authenticated deepfake video 
using transparent engineering. Click the “cr” icon in the righthand corner of this video (See 
Figure 2) to see a version of AI-tagging.H The labeling is based on the latest version of a 
standard from the Content Authenticity Initiative led by Adobe and others designed to show 
how images and video were produced.M Adobe is also using similar tools to identify content 
created using its new Firefly generative AI tools.M 
 
While the Truepic and Revel partnership provides an intriguing proof of concept for AI-
authenticated media, a few other promising initiatives lend further credibility to the potential 
impact of technologies, such as AI tagging and watermarking. Sentinel headquartered in 
Estonia recently unveiled an AI-based protection platform its developing that serves as an 
authentication standard for identifying deepfakes and manipulated media, with machine-
readable metadata baked into images, audio, and video files.H Microsoft is developing an 
Azure Content Moderator service that leverages AI to automatically apply tags and labels to 
identify inappropriate or offensive content across online platforms.H However, more research 
is still needed, and major technology players demonstrate consistent progress. These 
additional examples of AI tagging solidify an optimistic outlook for AI-enabled 
disinformation solutions over the next five to ten years. 
 
Analytical Confidence 
Confidence level is moderate that industry will adopt a tagging standard within the next 2-6 
years. This assessment is based on clear evidence regarding the direction of media 
disinformation and misinformation technology developments. Regulatory inability to 
constrain growth in the near term solidifies this outlook. However, some uncertainty exists 
regarding potential future actions by social media platforms if issues escalate further. 
 

Author: CDR Robert V. Liberato 
 
 
 
 
 
 
 

https://www.technologyreview.com/2023/07/31/1076965/the-race-to-find-a-better-way-to-label-ai/
https://truepic.com/revel/
https://truepic.com/revel/
https://www.axios.com/2022/01/26/adobes-effort-catch-deep-fakes-milestone-authentication
https://www.axios.com/2023/03/21/adobe-generative-ai-tools-firefly
https://thesentinel.ai/
https://azure.microsoft.com/en-us/products/ai-services/ai-search/?ef_id=_k_181e480da87810a4aefd2de978271eda_k_&OCID=AIDcmm5edswduu_SEM__k_181e480da87810a4aefd2de978271eda_k_&msclkid=181e480da87810a4aefd2de978271eda
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Foreign Intelligence Services Will Almost Certainly Use Artificial 
Intelligence to Target and Recruit Susceptible Military Members by 
2028  
 
Executive Summary 
Foreign intelligence services will almost certainly (95-99%) use adversarial artificial 
intelligence (AAI) to target and recruit susceptible United States military members by 2028. 
Machine learning in large language models (LLM) chatbots can manipulate the psycho-
cognitive elements of human conversational interaction. Foreign intelligence services are 
already using AAI to target and manipulate humans for intelligence collection and 
exploitation. Though United States military members conduct cyber and Internet security 
training, an AAI chatbot designed to manipulate elements of the psycho-cognitive domain 
makes it almost certain a military member will be, wittingly or unwittingly, exploited using 
AI. 
 
Discussion 
AAI conversational chatbots effectively convince people to provide information they 
otherwise would not divulge. The manipulation of the human psycho-cognitive domain, their 
“epistemic agency,” affects a person’s control over their beliefs and perceptions of truth.H 
Conversational AI, through tools such as Google’s AI conversational tool Language Model 
for Dialogue Applications (LaMDA)H and Open AI’s ChatGPT, has accelerated to the point 
of conducting realistic human conversations without the human agent detecting an AI 
interface.H, H Malicious use of conversational chatbots would target human interactions to 
create a realistic conversation. In Figure 1, an AAI conversational chatbot (AI Agent) 
engages with the human user in real time. The chatbot detects the human user’s responses, 
emotions, etc., through verbal and emotional reactions. The AAI chatbot adjusts a response 
in real-time, which increases the human user’s perception they are speaking with another 
human, affecting the human user’s ability on the psycho-cognitive level to discern the truth.H 
Through this function, the human user loses their “epistemic agency,” which is their ability to 
ascertain or attribute truth.H  

 
Figure 1: Information Feedback Loop for AAI Conversational Chatbot. Click on the photo to review the report 
or go to https://arxiv.org/pdf/2306.11748.pdf. Source: Arviv. 

https://arxiv.org/abs/2306.11748
https://blog.google/technology/ai/lamda/
https://arxiv.org/html/2401.11335v1
https://arxiv.org/abs/2402.07940
https://arxiv.org/pdf/2306.11748.pdf
https://arxiv.org/abs/2306.11748
https://arxiv.org/pdf/2306.11748.pdf
https://arxiv.org/pdf/2306.11748.pdf
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An AAI conversational chatbot, using this method, attacks a human’s psycho-cognitive 
domain by gaining trust, reinforcing the human’s viewpoint, and interacting on a social 
level.H, H Cambridge psychologist Professor Sander van der Linden identifies “fluency” as 
one of the methods misinformation uses to target the psycho-cognitive element.H Fluency is 
when a human sees the same information repeatedly; over time, the amount of information 
starts to anchor as truth.H Researchers at Notre Dame affirmed the ability of LLM chatbots to 
fool human users. In a controlled experiment, the researchers found that even though the 
participants knew that chatbots were a part of the experiment, they correctly identified 
chatbots only 42 percent of the time.H The researchers also found that the type of persona 
used by the chatbot influenced participant detection. In application, this means that a foreign 
intelligence service can employ different personas that would very likely (80-95%) evade 
detection as chatbots. H  

 
It is almost certain that within ten years, foreign intelligence services will predominantly rely 
on AAI conversational chatbots to target and exploit military members for HUMINT 
recruitment. Foreign intelligence services are already leveraging LLMs for collection and 
targeting. In a February 2024 report, Microsoft identified that Russia, China, Iran, and North 
Korea have all used LLMs to target personnel or create misinformation networks.H Microsoft 
assessed that 
this represents 
LLMs being 
used as 
another 
intelligence-
gathering 
platform by 
foreign 
intelligence 
services.H The 
next step 
would be to 
combine this 
LLM with a 
chatbot 
persona to 
target specific 
individuals or groups. An AAI chatbot would not necessarily need to be successful for every 
interaction and would almost certainly target many individuals. Conceptually, the chatbot 

Figure 2: AAI conversational chatbot assessment process. 

Chat Bot 

Chat Bot 

Chat Bot Foreign 
Intelligence 

Bot communications with a large or group(s) 

Through fluency, the bot learns, and groups filter into a smaller group 

Bot refines and filters to a core group 

https://arxiv.org/abs/2306.11748
https://arxiv.org/html/2401.11335v1
https://www.cam.ac.uk/stories/foolproof
https://www.cam.ac.uk/stories/foolproof
https://arxiv.org/abs/2402.07940
https://arxiv.org/abs/2402.07940
https://www.microsoft.com/en-us/security/business/security-insider/reports/cyber-signals/cyber-signals-issue-6-navigating-cyberthreats-and-strengthening-defenses/
https://www.microsoft.com/en-us/security/business/security-insider/reports/cyber-signals/cyber-signals-issue-6-navigating-cyberthreats-and-strengthening-defenses/
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would initially target a large group (See Figure 2). As human users interfaced with the 
chatbot and the chatbot learned, it would continue to engage with human users until a 
suitable group or individual engaged consistently enough to trust the chatbot. From this 
point, the “relationship” would progress as a routine HUMINT source.H The successful 
recruitment of Mariam Thompson, a Department of Defense Special Operations Command 
linguist, gives insight into this process. A real human persona engaged with Thompson 
exclusively over the Internet through video and chat. Over time, the persona recruited 
Thompson to provide sensitive information to Hezbollah, an action Thompson would 
otherwise not have taken on her own.H A foreign intelligence service would almost certainly 
be capable of creating and deploying an AAI chatbot that would use this system to target 
United States military members. 

 
Despite cyber training and familiarity with disinformation, it is almost certain a United States 
military member will be the victim of an approach by a foreign intelligence service using 
AAI conversational chatbots. Current cyber training relies on rules-based safeguards and 
awareness. It does not prepare users for a psycho-cognitive threat.H Because an AAI 
conversational chatbot targets a person’s psycho-cognitive element and induces trust through 
fluency, cyber training safeguards would be ineffective in preventing exploitation. 
Cambridge University Professor of Psychology Sander van der Linden posits that 
“inoculation,” small doses of misinformation to train the human user on what wrong looks 
like, is the best defense at the cognitive level.H The National Institute of Science and 
Technology also recommends adopting a “zero trust” mindset to create mental armor.H  
Without updated training that explicitly addresses an AAI’s ability to target and exploit at the 
psycho-cognitive level, it is almost certain that a foreign intelligence service will recruit a 
military member through a conversational chatbot within five years. 
 
Analytic Confidence 
The analytic confidence for this estimate is high. Sources were reliable and tended to 
corroborate one another. Perplexity was used, and ideas from the results were utilized in 
further research. Perplexity suggested sources that were validated and then used as 
references. There was adequate time, but the analyst worked alone and did not use a 
structured method. Given the lengthy time frame of the estimate, this report is sensitive to 
change due to new information, such as advances in LLMs and the propensity for foreign 
intelligence services to accelerate experimentation with LLMs and machine learning. 
 

Author:  Mr. Tom M. Jackson 
 
 
 

https://irp.fas.org/nsa/ioss/threat96/part02.htm
https://www.bbc.com/news/world-middle-east-57594024
https://www.intechopen.com/online-first/1168550
https://youtu.be/Jqt7B857ooM?si=AIpTr4cp9mx7NBBG
https://csrc.nist.gov/pubs/pd/2020/03/17/implementing-a-zero-trust-architecture/ipd
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Adversaries Highly Likely to use Artificial Intelligence Generated 
Content to Gain Access to Secure Networks Despite Emerging 
Policy and Legislation by 2028 
 
Executive Summary 
The proliferation of Artificial Intelligence-Generated Content (AIGC) will almost certainly 
(95-99%) enable adversaries to revolutionize malicious cyber operations to infiltrate 
networks, augment cyber-attacks, and evolve cyber espionage methodologies despite AI-
enabled cyber security. Despite emerging legislation and policy, AIGC will enable cyber 
actors to conduct refined attacks at scale to overwhelm or bypass existing cyber protections 
and likely (55-80%) poison synthetic data pools used to train AIs to infiltrate networks at the 
machine level bypassing human security.  
 
Discussion 
Artificial Intelligence (AI) has seen significant growth 
and transformation in recent years and will likely (55-
80%) grow exponentially through 2030. According to 
a 2021 report from Stanford Institute for Human-
Centered Artificial Intelligence, AI has made 
substantial strides in large data review on specific 
tasks. H By 2024, 80 percent of corporations plan on 
incorporating AI within two years.M See Figure 1 for 
more information on corporate adoption of AI. 
According to market estimates, the future of AI is 
projected to expand from $150.2 billion in 2023 to 
more than $1,345 billion by 2030.M Unfortunately 
criminal and adversarial state cyber operations are 
poised to take advantage of the growth in AI to 
augment cyber activities. 
 
 
State and non-state cyber actors have already begun to incorporate AI tools and AI Generated 
Content into traditional malicious cyber-activity such as Phishing, Brute Force Attacks on 
critical infrastructure, and intellectual property theft. H,H,M,  Similarly, deepfakes, false news, 
and social media reporting are becoming more prevalent with both states and cybercriminals 
incorporating AI tools and techniques into malicious cyber activities with prospects for 
significant growth over the next five years.H,H,M,M According to most leading cyber security 
specialists, the assessment is that despite the emergence of policy, legislation, and 
international norms, cyber protections are unlikely to keep pace with hostile cyber activity.M, 

Figure 1 Corporate AI Adoption Source:  
https://www.zippia.com/advice/artificial-
intelligence-
statistics/#AI_Market_Trends_and_Predict
ions 

https://searchworks.stanford.edu/view/in00000033180
https://www.thomasnet.com/insights/80-percent-ceos-will-turn-to-artificial-intelligence-within-two-years/
https://www.infotech.com/sem/lp2/ai-trends-2023?utm_source=bing&utm_medium=cpc&_bt=&_bk=future%20trends%20in%20ai&_bm=p&_bn=o&_bg=1307320452454219*&msclkid=74a851bd299618fcf3aa37abccff4652&utm_campaign=(AI)%20AI%20Trends%202023&utm_term=future%20trends%20in%20ai&utm_content=AI%20Trends%20-%20BM
https://www.forbes.com/sites/edstacey/2021/07/19/as-ai-becomes-more-ever-capable-will-it-end-up-helping-or-hindering-the-hackers/?sh=48b7e377324f
https://www.zippia.com/advice/artificial-intelligence-statistics/#AI_Market_Trends_and_Predictions
https://www.zippia.com/advice/artificial-intelligence-statistics/#AI_Market_Trends_and_Predictions
https://www.zippia.com/advice/artificial-intelligence-statistics/#AI_Market_Trends_and_Predictions
https://www.zippia.com/advice/artificial-intelligence-statistics/#AI_Market_Trends_and_Predictions
https://www.zippia.com/advice/artificial-intelligence-statistics/#AI_Market_Trends_and_Predictions
https://www.zippia.com/advice/artificial-intelligence-statistics/#AI_Market_Trends_and_Predictions
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M, L  As a result of the lag in policy and international norms, current protections are entirely in 
the technical domain, and cybercriminals are innovating faster than protections can adapt.H, M  
 

Cybercrime is already lucrative and difficult 
to prosecute despite the relative ease of 
attribution and is very likely to grow over 
next few years.H The United States alone 
suffered $10.3 billion in losses in 2022. At 
the current growth rate, losses will exceed 
~$92 billion by 2028.H It is also difficult 
prosecute cybercriminals given that most 
cybercriminals generally reside outside the 
borders of the state they are active in to 
avoid arrest. Further, a declining number of 
interdictions combined with increasing 
financial losses mean that cyber criminals 
are becoming more effective.H Incorporating 
AIGC into Social Engineering attacks, false 
Tech Support, Extortion, Non-Payment / 
Non-Delivery, Personal Data Breach, and 
Phishing attacks will likely only increase the 
speed and volume of attacks exponentially.9, 
H Cybercriminals will likely be drawn to 
AIGC enabled techniques to enable moving 
operations to scale. 
 
States that harbor cybercriminals will almost certainly exploit emerging techniques and 
innovate novel criminal uses of existing tools. However, sophisticated states have other 
advantages and will very likely use AIGC in novel approaches to mature their cyber 
espionage operations. China is very likely (80-95%) to enhance its cyber operations with 
AIGC, increasing the sophistication and volume of attacks by 2029 with a focus on gaining 
and maintaining access to networks.H China’s robust cyber capability, combined with AI, 
poses a formidable threat. Despite international efforts to establish norms and controls, 
China's capability will likely outpace cyber protections over the next five years.H Taking 
another approach, Russia is restructuring its cyber capability around a new National AI 
Center with the stated purpose of weaponizing AI. As a result, Russian cyber operations are 

 
9 2023 FBI Internet Crime Report lists the top five most prevalent categories of cybercrime activity as Tech 
Support (impersonating IT support to gain access to user accounts), Extortion, Non-Payment / Non-Delivery 
(data ransom), Personal Data Breach, and Phishing. 

Figure 2: FBI 5 Yr Cyber Crime Report. Source:  
https://www.ic3.gov/Media/PDF/AnnualReport/2023_IC
3Report.pdf 

https://www.csoonline.com/article/651125/emerging-cyber-threats-in-2023-from-ai-to-quantum-to-data-poisoning.html
https://www.xminds.com/resources/how-hackers-are-using-security-ai-to-beat-cybersecurity/
https://www.csoonline.com/article/2074813/adapting-to-a-new-era-of-cybersecurity-in-the-age-of-ai.html
https://www.axios.com/2024/01/05/2024-hackers-predicted-tactics-cyberattacks
https://www.ic3.gov/Media/PDF/AnnualReport/2023_IC3Report.pdf?trk=public_post_comment-text
https://www.ic3.gov/Media/PDF/AnnualReport/2023_IC3Report.pdf
https://www.ic3.gov/Media/PDF/AnnualReport/2023_IC3Report.pdf
https://www.ic3.gov/Media/PDF/AnnualReport/2023_IC3Report.pdf
https://www.ic3.gov/Media/PDF/AnnualReport/2023_IC3Report.pdf
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also anticipated to evolve significantly, shifting from brute force attacks to more refined 
cyber espionage by 2030.M   
 
The current applications as identified by Microsoft and other cybersecurity firms have 
detected the use of generative AI by U.S. adversaries, including Iran, North Korea, Russia, 
and China, in offensive cyber operations.H These operations aim to breach networks and 
conduct influence operations, with generative AI enhancing the sophistication of deepfakes, 
voice cloning, and social engineering.H,M,M AI-generated attacks leverage artificial 
intelligence and natural language processing to deceive and compromise individuals, 
organizations, and systems.H,M These attacks are becoming increasingly sophisticated, 
mimicking the language and style of legitimate communications to bypass traditional security 
measures. 
 
While it is almost certain that AI will enable 
malicious cyber activity over the next five 
years, it is also nearly certain (95-99%) 
future adversaries will leverage AIGC to 
enable sabotage of critical vulnerable 
systems.H,M,M There are subsets of AIGC that 
will become increasingly vulnerable to 
malicious manipulation that will be difficult 
to detect and will bypass many existing cyber 
security measures.M Generally, AIGC 
includes synthetic media, which encompasses 
any AI-generated media, including images, 
videos, texts, and audio however, synthetic 
data is another form of generated content 
produced by an AI and is representative of 
real data.H, H  Exploiting synthetic data and 
AI managed protocols will very likely (80-
95%) be an area of future growth among 
sophisticated adversaries. The utilization of 
AI-generated synthetic data for training AI 
systems is projected to significantly increase the risk to network security between 2025 and 
2030.M The poor efficacy of the data supply chain, despite cyber protections, is a primary 
concern. Vulnerabilities, such as those discovered in the Hugging Face service, illustrate how 
attackers can embed hidden commands within synthetic data, potentially compromising 
networks indefinitely.M,H As a result, it will become increasingly vital to protect the Data 
Supply Chain down stream in order to protect the integrity of AI’s and AI models that drive 

Figure 1 Simple Depiction of Compromised Node in 
Neural Network. Source:  Generated by DALL-E 

https://apnews.com/article/microsoft-generative-ai-offensive-cyber-operations-3482b8467c81830012a9283fd6b5f529
https://thenewstack.io/evilmodel-malware-that-hides-undetected-inside-deep-learning-models/#:%7E:text=In%20a%20pre-print%20paper%20outlining%20EvilModel%20%E2%80%94%20the,detectors%2C%20all%20without%20significantly%20affecting%20the%20model%E2%80%99s%20performance.
https://mostly.ai/blog/synthetic-data-generator-for-healthy-test-data
https://arxiv.org/abs/2401.01629
ahttps://thehill.com/opinion/cybersecurity/3953399-hijacked-ai-assistants-can-now-hack-your-data/
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future systems. Exploiting synthetic data or manipulating the process layers of neural 
networks in future AI enabled networks will likely be constrained to adversaries with 
sophisticated cyber capabilities. The primary delimiting factor for use of AIGC to tamper 
with synthetic data or manipulate neural networks is ready access to supercomputing power. 
 
The inclusion of Generative AI into cyber operations will very likely drive a change in cyber 
espionage targeting methodologies, posing an increased risk to corporate and industry leaders 
despite workplace cyber protections.M The leveraging of AI and AIGC will likely bypass 
most existing institutional security through sophisticated targeting approaches.M The 
malicious use of AIGC represents a rapidly evolving threat landscape. Adversaries are likely 
to exploit AIGC for infiltrating networks, augmenting state-level cyber operations, and 
evolving cyber espionage tactics.H,M,M The proliferation of AI technologies, coupled with the 
sophistication of attacks, underscores the urgent need for robust data supply chain security 
and international cooperation to mitigate these emerging threats.  
 
Analytic Confidence 
The analytic confidence for this estimate is moderate.  Sources were generally reliable and 
tended to corroborate one another.  There was adequate time, but the analyst worked alone 
and did not use a structured method.  Furthermore, given the lengthy time frame of the 
estimate, this report is sensitive to change due to new information. 
 

Author:  COL Robert M. Richardson 
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Revolutionizing Defense: U.S. Government Very Likely to Use 
Machine Learning by 2033 for Combating AI-Generated Threats, 
Despite Lingering Vulnerabilities  
 
Executive Summary 
By 2033 it is very likely (80-95%) the U.S. government will harness advancements in 
machine learning for detecting and attributing adversarial use of artificial intelligence 
generated content (AIGC). The U.S. military will very likely (80-95%) execute a number of 
countermeasures due to almost certain (95-99%) adversarial use of AIGC in the information 
sphere during conflict. These actions include training in enhanced cyber and AI literacy, as 
well as investing in machine learning algorithms for detection and attribution. Despite U.S. 
countermeasures for adversarial AIGC, there will remain high-risk target areas, specifically 
the SCADA systems that support civil infrastructure. 
 
Discussion 
In October 2023, the Office of the Director of National Intelligence pitched a “proposal’s 
day” briefing to industry, both commercial and private sectors, titled “Securing our 
Underlying Resource in Cyber Environments (SoURCE).M The program is seeking novel 
technologies that will make determinations of the potential attackers, based on coding styles, 
and then measure the similarity between files to provide suspected origins (country, groups, 
individuals, etc.).M It is very likely (80-95%) after testing and perfecting algorithms and 
software in the U.S. National laboratories, as a result of continued collaboration with 
industry, that the U.S. government will utilize machine learning, a type of AIM, to pinpoint 
cyber attribution. 
 
In recent years psychological 
operations have been synonymous with 
military information support operations 
(MISO), using technology to influence 
perceptions, shape behaviors, and guide 
decision-making processes among 
target audiences.M The rise of AIGC 
has directly impacted digital 
psychological operations. In 2024, the 
possibility for AIGC to influence and 
spread misinformation and 
disinformation is likely (55-80%) the 
highest it has been since its inception 
due to the high number of global 

Figure 6: Example of a SCADA schematic, referenced in the 
paper "Cybersecurity and the U.S. Energy Grid," by Nikhil 
Partasarathy submitted as coursework (Stanford University, 
Fall, 2016). 

https://www.meritalk.com/articles/iarpa-seeking-tech-to-pinpoint-cyberattack-attribution/
https://www.iarpa.gov/research-programs/source-code
https://www.forbes.com/sites/forbestechcouncil/2018/07/11/machine-learning-vs-artificial-intelligence-how-are-they-different/?sh=172545573521
https://www.militarytimes.com/opinion/2023/11/01/the-army-needs-to-invest-in-psychological-operations-not-cut-them/
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elections.M Countries who may have been just beginning to use technology years ago can 
now do more operations, do them faster, and produce more catastrophic effects, with even 
less attribution.  
 
The almost certain use of adversarial use of AIGC in the information domain will very likely 
cause the U.S. military to enhance professional military education (PME) and training to 
incorporate AIGC literacy and training. Additionally, the use of detection software, which 
can check the veracity of open source data and possibly identify videos and images as fake, 
will likely be employed as it can mitigate risk.H 
 
Understanding how adversaries might use AIGC to target the U.S., it is almost certain that 
the U.S. intelligence community (IC) will be acutely focused on protecting data collection 
from any potential AIGC data poisoning. Checking the veracity of data, given the deepfake 
threats, is already common practice in IC agencies.M Moreover, government agencies have 
been aware of this threat since 2021,M so it is likely that detection tools or safeguarding 
measures have already been put in place.  
 
Despite the many countermeasures, there are still vulnerabilities which adversarial AIGC will 
likely target, such as the U.S. Supervisory Control and Data Acquisition (SCADA) systems. 
SCADA systems are the “brains” of an industrial control system and have transitioned from 
standalone entities to now being connected to the internet for more efficient communication 
of data.H  The transition to a highly interconnected network has made SCADA more 
vulnerable to various cyber-attacks, given that security approaches provided by IT-based 
systems are not efficient enough to detect the risks and threats.H 
 
Analytic Confidence 
The analytic confidence for this estimate is moderate.  Sources were generally reliable and 
tended to corroborate one another.  No AI tools, other than Grammarly, were used in this 
estimate. There was adequate time, but the analyst worked alone and did not use a structured 
method.  Furthermore, given the lengthy time frame of the estimate, this report is sensitive to 
change. Intelligence reporting at a higher classification level could affect this forecast, for 
instance if agencies within the intelligence community have already begun working on 
countermeasures or employing detection software against AIGC.  

 
Author:  LTC Katherine M. Ogletree 

 
 
 
 

https://www.technologyreview.com/2024/01/04/1086046/whats-next-for-ai-in-2024/
https://www.jstor.org/stable/resrep42027?searchText=artificial+intelligence+training&searchUri=%2Faction%2FdoBasicSearch%3FQuery%3Dartificial%2Bintelligence%2Btraining%26sd%3D2022%26ed%3D2024&ab_segments=0%2Fbasic_search_gsv2%2Fcontrol&refreqid=fastly-default%3Af0a9d742721263c91a5053fc592b250b&seq=15
https://www.nsa.gov/Press-Room/Press-Releases-Statements/Press-Release-View/Article/3523329/nsa-us-federal-agencies-advise-on-deepfake-threats/
https://executivegov.com/2021/03/fbi-issues-guidance-on-identifying-deepfake-content/
https://www.jstor.org/stable/26487468#:%7E:text=SCADA%20systems%20are%20generally%20used%20to%20automate%20complex,that%20reach%20beyond%20an%20organization%20or%20one%20community.
https://www.sciencedirect.com/science/article/pii/S0167404822004205
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Psycho-Cognitive Domain Unlikely to be Significantly Affected by 
Online Content Through 2033 
 
Executive Summary 
Adversarial use of AIGC in media is unlikely (20-45%) to significantly affect the psycho-
cognitive domain. This is due to the difficulties which occur when countering cognitive bias 
and the involuntary human response which occurs in the brain when given new or conflicting 
information. Further, theories of truth have evolved away from being fact based and are 
correlated to emotion, making it more difficult to affect what someone holds true. 
Adversaries have made attempts to influence elections by attacking the psycho-cognitive 
domain, but their efforts have seemingly failed. However, prolonged exposure to online 
misinformation and disinformation is very likely (80-95%) to have the effect of reducing 
trust in government institutions and mass media. 
 
Discussion 
A Harvard Business Review study from 
2020 revealed that cognitive bias and 
personal history are extremely difficult to 
overcome, regardless of soundness of 
argument or presentation style.H This study 
was corroborated by a Berkley study which 
found that humans have a strong desire to 
maintain pre-existing beliefs and 
convictions.M The Berkley study also 
concluded that when a human is presented 
with facts which counter their cognitive 
biases, they have an automatic tendency to 
strengthen their previous beliefs.M This 
occurs due to a chemical reaction in the 
brain, specifically in the amygdala. The 
amygdala interprets changes in information as 
a threat and releases hormones to help the 
human body prepare for fear, fight, or flight.M 
A 2020 Harvard Medical School study corroborates this. The amygdala interprets new or 
conflicting information as dangerous and sends a distress signal to the hypothalamus.H 
Meanwhile the hypothalamus acts as a command center and communicates with the rest of 
the nervous system to give a person the ability to fight or flee, see figure 1.H The human body 
actively works against receiving information which is counter to pre-conceived notions. It is 
therefore unlikely the adversarial use of artificial intelligence generated content (AIGC) 

Figure 7 Harvard Medical School depiction of how the 
brain responds to stress signals. 
https://www.health.harvard.edu/staying-
healthy/understanding-the-stress-response 

https://hbr.org/2020/07/how-to-actually-change-someones-mind
https://greatergood.berkeley.edu/article/item/why_is_it_so_hard_to_change_peoples_minds
https://greatergood.berkeley.edu/article/item/why_is_it_so_hard_to_change_peoples_minds
https://www.emersonhc.com/change-management/people-hard-wired-resist-change
https://www.health.harvard.edu/staying-healthy/understanding-the-stress-response
https://www.health.harvard.edu/staying-healthy/understanding-the-stress-response
https://www.health.harvard.edu/staying-healthy/understanding-the-stress-response
https://www.health.harvard.edu/staying-healthy/understanding-the-stress-response
https://www.health.harvard.edu/staying-healthy/understanding-the-stress-response
https://www.health.harvard.edu/staying-healthy/understanding-the-stress-response
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would result in an adult changing their mind or behavior from misinformation or 
disinformation. 
 
The pre-conceived notions and cognitive biases people believe do not necessarily need to be 
factual for the believer to hold them true. The pragmatic theory of truth is summed up by 
concluding that something is true if it is useful and untrue if it is unusable.H This theory helps 
explain why a person can believe something which has little or no basis in reality, they 
simply find it useful in their life. This also helps corroborate the Harvard and Berkley studies 
concerning the difficulties in changing someone’s mind as well as their fight or flight 
reaction to information which challenges their heuristics. According to the National Library 
of Medicine, a major determinate of a media consumer believing what they see or read is 
confirmation bias.H This pushes people to seek and interpret information which is in 
accordance with their existing beliefs and expectations.H This theory reinforces that it is 
unlikely an adult would have significant change in their perception of truth regardless of 
media content. 
 
The Chinese Communist Party 
(CCP) engaged in an online 
disinformation campaign using 
AIGC to attempt to influence the 
2024 presidential election in 
Taiwan.H The CCP used AIGC in 
hopes of getting their preferred 
candidate, Hou Yu-ih from the 
Kuomintang Nationalist Party or 
KMT, elected.H However the 
efforts from the Chinese 
Communist Party failed and their 
least preferable candidate, Lai 
Ching-te from the Democratic 
Progressive Party (DPP,) won.H 
Figure 2 shows the election 
results. China wanted to prevent the DPP from winning because they support Taiwan 
independence from the People’s Republic of China. Conversely, the KMT was the preferred 
party because it is pro-China.M Despite the CCP efforts, online content failed to have such a 
significant impact that it steered the election in their favor. 
Despite online content not significantly shaping human perception, online misinformation 
and disinformation will very likely lead to reduced trust in governmental institutions and 
mainstream media. A combined Rutgers University and Northeastern University research 

Figure 8 Results of the 2024 Taiwan presidential election. 
https://www.schwab.com/learn/story/global-impact-taiwans-election 

https://plato.stanford.edu/ENTRIES/pragmatism/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9548403/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9548403/
https://foreignpolicy.com/2024/01/23/taiwan-election-china-disinformation-influence-interference/
https://hub.jhu.edu/2024/01/19/taiwan-elections-analysis-david-keegan-sais/
https://hub.jhu.edu/2024/01/19/taiwan-elections-analysis-david-keegan-sais/
https://thediplomat.com/2023/01/why-taiwans-main-opposition-party-cant-shake-its-pro-china-stance/
https://www.schwab.com/learn/story/global-impact-taiwans-election
https://www.schwab.com/learn/story/global-impact-taiwans-election
https://www.schwab.com/learn/story/global-impact-taiwans-election
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study concluded that fake news, (information which is intentionally false or deliberately 
misleading,)H led people to generate their biases toward the political party they were most 
closely aligned.H This created distrust amongst those whose party was not in charge and 
increased trust for those whose party was in charge. Trust in mass media has had a downward 
trend over the last 40 years.M 
 
Analytic Confidence 
The analytic confidence for this report is moderate. Sources were found to be reliable and the 
information was generally corroborated. The author is not a subject matter expert but looked 
to scholarly and peer reviewed material where available. Adequate time was available to 
prepare this report, but the analyst worked alone without structured method. Given the time 
frame of this estimate, it is sensitive to change which could be brought about by new theories 
or explanations of how humans accept new information or actors finding new ways to appeal 
to opposing biases without the individual being aware. 

 
Author: LTC Charles Moss 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

https://www.apa.org/topics/journalism-facts/misinformation-disinformation
https://misinforeview.hks.harvard.edu/wp-content/uploads/2020/06/Misinformation-in-action-Ognyanova-et-al-2020.pdf
https://news.gallup.com/poll/512861/media-confidence-matches-2016-record-low.aspx
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The DOD Will Likely Have a Force Ready to Combat Deceptive 
Practices in the Psycho-Cognitive Domain by 2033 
 
Executive Summary 
Due to the rapidly growing disinformation threat and the DOD's recognition of the severity 
of the threat and investment in counter-disinformation technologies. The Department of 
Defense (DOD) is likely (55-80%) to have a force ready to combat deceptive practices 
enabled by artificial intelligence (AI) by 2033. Despite the increasing sophistication of 
adversary AI-driven disinformation capabilities, the DOD's focused efforts and 
organizational momentum suggest that it will be well positioned to fight and win in the 
psycho-cognitive domain by 2033. 
 
Discussion 
The psycho-cognitive domain is evolving at an alarming pace due to the advent of advanced 
technologies and proliferation of information.H Over the next five to ten years generative 
adversarial networks (GANs) will likely enable increasingly realistic fake content generation 
from images and audio to video.H Similarly, disinformation bots powered by advanced 
language models will be able to engage in highly tailored, emotionally manipulative 
influence campaigns at scales that are not possible with human operators alone.H Adversaries 
will soon be able to leverage digital platforms, artificial intelligence, and data manipulation 
to disseminate disinformation, conduct psychological operations, and undermine their targets 
decision-making processes. The weaponization of information has become a critical 
component of modern 
conflict, blurring the lines 
between traditional and 
nontraditional forms of 
warfare.H 
 
Recognizing the importance 
of this threat, the DOD will 
likely prioritize the 
development of capabilities to 
combat deceptive practices. 
The 2022 National Defense 
Strategy explicitly 
acknowledges the need to 
"compete, deter, and win" in 
the information environment, 
highlighting the importance of 

Figure 1 United States Special Operations Command desires to 
develop new capabilities in influence operations. Click picture for link to 
document. https://www.documentcloud.org/documents/23696654-us-
socom-procurement-document-announcing-desire-to-utilize-deepfakes 
Source: The Intercept   

https://www.documentcloud.org/documents/23696654-us-socom-procurement-document-announcing-desire-to-utilize-deepfakes
https://www.documentcloud.org/documents/23696654-us-socom-procurement-document-announcing-desire-to-utilize-deepfakes
https://www.documentcloud.org/documents/23696654-us-socom-procurement-document-announcing-desire-to-utilize-deepfakes
https://www.documentcloud.org/documents/23696654-us-socom-procurement-document-announcing-desire-to-utilize-deepfakes
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building resilience against adversary influence operations.H This strategic emphasis sets the 
stage for the DOD to allocate resources and focus its efforts on developing a force ready to 
combat deceptive practices by 2033. This is emphasized by the United States Special 
Operations Commands proposal (Figure 1) for additional capabilities to utilize deepfakes and 
tools to counter them.H 
 
To effectively combat deceptive practices, the DOD is likely to explore cutting-edge 
technologies that can detect, analyze, and counter adversarial tactics. Artificial intelligence 
and machine learning algorithms will play a crucial role in this endeavor, enabling rapid 
identification and 
analysis of deceptive 
content across vast 
datasets. Promising AI-
based detection 
algorithms are already 
being developed in 
cooperation with the 
DOD, such as 
Massachusetts Institute 
of Technology (MIT) 
Lincoln Lab's 
Reconnaissance of 
Influence Operations program, to automatically identify deep fakes and disinformation 
narratives.H Enhanced digital watermarking and content provenance standards such as project 
C2PA named for the group that created it, the Coalition for Content Provenance and 
Authenticity offer scalable authentication solutions.H Additionally, the DOD has recognized 
the potential of these technologies and has initiated programs such as the Defense Advanced 
Research Projects Agency's (DARPA) Semantic Forensics (SemaFor) project, which aims to 
develop innovative semantic technologies for analyzing media.M These technologies include 
semantic detection algorithms, which will determine if multi-modal media assets have been 
generated or manipulated. Attribution algorithms will infer if multi-modal media originates 
from a particular organization or individual. Characterization algorithms will reason about 
whether multi-modal media was generated or manipulated for malicious purposes. These 
SemaFor technologies will help detect, attribute, and characterize adversary disinformation 
campaigns.H (See figure 2 for more information). Furthermore, the commercial industry is 
investing in the development of advanced analytics and data visualization tools that can help 
decision makers quickly identify patterns and anomalies in the information environment.H 
Social media platforms, such as Facebook, are showing interest in labeling AI-generated 
content, which is another positive sign.H Additionally,  automated media tagging and 

Figure 2 DARPA SemaFor Project. Click picture for additional information. 
https://youtu.be/UW0VYZzSgPY?si=fEW8ILcGzs4JOybl Source: DARPATv 
via Youtube.com 

https://www.defense.gov/National-Defense-Strategy/
https://www.documentcloud.org/documents/23696654-us-socom-procurement-document-announcing-desire-to-utilize-deepfakes
https://govciomedia.com/darpa-launches-new-programs-to-detect-falsified-media/
https://www.darpa.mil/news-events/2024-03-14
https://youtu.be/UW0VYZzSgPY?si=fEW8ILcGzs4JOybl
https://youtu.be/UW0VYZzSgPY?si=fEW8ILcGzs4JOybl
https://youtu.be/UW0VYZzSgPY?si=fEW8ILcGzs4JOybl
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enhanced watermarking will play a crucial role in limiting disinformation.H These tools likely 
will enable the DOD to proactively detect and respond to deceptive practices, thereby 
minimizing their impact on military operations and decision-making processes. 
 
Beyond technology, a skilled and adaptable workforce is essential to fighting deceptive 
practices. The DOD is likely to prioritize the recruitment, training, and retention of personnel 
with expertise in fields such as data science, cybersecurity, and psychological operations.H 
These individuals form the backbone of the force tasked with combating deceptive practices, 
bringing about a deep understanding of adversarial tactics and the ability to develop 
innovative countermeasures. To ensure that the force remains agile and responsive to 
evolving threats, DOD is likely to foster a culture of continuous learning and adaptability.H 
Regular training and education programs will be essential to keep personnel updated on the 
latest deceptive practices and countermeasures. The Air Force Culture and Language Center 
has begun to addresses this through an educational video series on its Culture Guide app 
focused on helping total force Airmen and the Department of Defense develop resilience to 
misinformation and disinformation.H  
 
Combating deceptive practices is not a task the DOD can undertake alone. The global nature 
of this threat necessitates strong partnerships and alliances with domestic and international 
entities. The Department of Education is likely to promote media literacy to help the public 
recognize deep fakes and disinformation using lessons learned from places that have had 
success such as Finland’s development of a strong education program to resist 
misinformation recognizing the need, in California, Assembly Bill 873 was recently passed 
that requires the state to add media literacy curriculum for all K-12 students.H On the 
international front, and the DOD is likely to strengthen alliances with like-minded nations 
facing similar challenges. Collaborative efforts, such as joint training exercises, information 
sharing, and the development of interoperable systems, are crucial for building a collective 
defense against deceptive practices. These partnerships will not only enhance the DOD's 
capabilities, but also serve as a deterrent to adversaries seeking to exploit vulnerabilities in 
the information environment. 
 
While the DOD's commitment to combating deceptive practices is evident, the rapid pace of 
technological advancement means that adversaries will continue to develop new and 
sophisticated deceptive tactics, thus requiring the DOD to maintain a constant state of 
vigilance and adaptability. Despite the DOD's significant investments in advanced 
technologies and its commitment to developing a skilled workforce, the rapidly evolving 
nature of AI-driven disinformation tactics may pose a constant challenge, requiring the DOD 
to remain vigilant and adaptable in order to stay ahead of adversaries' ever-changing 
strategies. Despite these challenges, the DOD will likely lead the way in developing a force 

https://www.airuniversity.af.edu/AFCLC/News/Article-Display/Article/3346400/developing-resilience-to-misinformation-and-disinformation/
https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=202320240AB873
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capable of effectively combating deceptive practices. 
 
Analytical Confidence 
The confidence level is moderate, and the inherent unpredictability and rapid evolution of the 
AI field mean that specific predictions beyond 5 years carry uncertainty. This assessment is 
based on clear evidence regarding the direction of media disinformation and the development 
of misinformation technology. Confidence increases with additional information on DoD 
budgetary plans, organizational changes, and R&D priorities related to counter 
disinformation. More robust intelligence assessments of adversaries' AI-enabled 
disinformation programs would also help solidify the outlook and clarify comparative United 
States advantages or deficits over time. 
 

Author: CDR Robert V. Liberato 
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Software Almost Certain to be the Tool Used to Detect Artificial 
Intelligence Generated Content through 2033 
 
Executive Summary 
Artificial intelligence detection will almost certainly (95-99%) be done by software through 
2033. The leading artificial intelligence generated content detection is almost 80% accurate 
for text and 65% for video. Artificial intelligence is capable of being misused by users to 
cheat in school and manipulate the way people think for nefarious use, to include military 
gains. The weaponization of misinformation is not a new concept but social media makes the 
spread faster and has the potential to reach a wider audience. However, detection software is 
subject to false positives with some incidents up to 50%. 
 
Discussion 
The solution to detecting artificial intelligence generated content (AIGC) will almost 
certainly be AI driven software. Text AI detecting software is designed to compare perplexity 
and burstiness.M 
Perplexity refers to the 
predictability of the 
text and determines if it 
has a natural flow and 
makes sense whereas 
burstiness compares 
the variances in the 
sentence structure and 
length.M Currently, AI 
detectors are not perfectly 
accurate. A study from the 
International Journal of 
Academic Integrity showed 
that AI detection was less than 80% accurate.H This study also showed that some detection 
tools gave up to 50% false positive results,H the tool identified work as AIGC but was not. AI 
generated video detection is not as far developed as text detection. In 2021, the winner of the 
Deepfake Detection Challenge was able to decipher deepfake videos with 65.18% accuracy.H 

A Brookings Institute study revealed that post-hoc image, audio, and video detection 
software ranged from 3-96% accuracy and stated that detection software will be part of a 
layered approach to AIGC detection.H 
 
Since AI became available to the public, users have found ways to misuse it. OpenAI’s 
ChatGPT was openly released in November 2022.H Almost immediately, students ranging 

Figure 9 shows the results of a study from the International Journal of 
Academic Integrity. 
https://edintegrity.biomedcentral.com/articles/10.1007/s40979-023-00146-z 

https://www.scribbr.com/ai-tools/how-do-ai-detectors-work/
https://www.scribbr.com/ai-tools/how-do-ai-detectors-work/
https://edintegrity.biomedcentral.com/articles/10.1007/s40979-023-00146-z
https://edintegrity.biomedcentral.com/articles/10.1007/s40979-023-00146-z
https://antispoofing.org/deepfake-detection-competitions/
https://www.brookings.edu/articles/detecting-ai-fingerprints-a-guide-to-watermarking-and-beyond/
https://www.forbes.com/sites/ariannajohnson/2023/06/07/new-tool-can-tell-if-something-is-ai-written-with-99-accuracy/?sh=6313ffea5ed4
https://edintegrity.biomedcentral.com/articles/10.1007/s40979-023-00146-z
https://edintegrity.biomedcentral.com/articles/10.1007/s40979-023-00146-z
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from elementary school through post-
secondary education began using it to write 
their assignments for them.H AI progressed 
from text generated content and users can 
now have a program create AIGC in photo 
and video format. This evolution of AIGC 
allows anyone with internet access to create 
videos of almost anyone saying or doing 
anything. The purposes of using malicious 
deepfakes range from breaking will, 
discrediting, extortion, creating time, 
intimidation, and creating confusion.H In an 
effort to both break the will of the 
Ukrainians and create confusion, a deepfake video showed President Zelensky telling 
Ukrainians to surrender, see figure 2.H The video was discredited and did not achieve the 
desired effect but as AI technology improves, the detection will become increasing difficult. 
 

The United States Federal Bureau of Investigation (FBI) Director Christopher Wray 
indicated misinformation is not a new concept but the proliferation of AIGC on social media, 
coupled with the United States population’s growing reliance on social media creates a new 
escalation of weaponizing misinformation.H To help counter this, several United States based 
social media companies already have policies in place to help prevent the spread of 
misinformation. Meta, the parent company of Facebook and Instagram, and X, formerly 
Twitter, both reserve the right to remove or mark AIGC misinformation when it is found.H H 
Further, President Biden signed Executive Order 14110 in October 2023 which will require 
watermarks or labels for AIGC or synthetic data.H 
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Most sources were found to be highly 
reliable. The moderately reliable sources were from previously unknown sites, but the 
information tended to corroborate over multiple sources. Adequate time was allowed but the 
analyst worked alone to research and compile information without a structured method. 
Despite the lengthy time frame of the estimate, this report is subject to change due to pending 
legislation and advancements in future software which could show increased difficulty in 
detection. 

 
Author: LTC Charles Moss 

 
 

Figure 2 shows a clip from a Russian deepfake video of Ukranian 
President Zenensky. https://www.bbc.com/news/technology-
60780142 

https://www.forbes.com/sites/ariannajohnson/2023/06/07/new-tool-can-tell-if-something-is-ai-written-with-99-accuracy/?sh=6313ffea5ed4
https://www.theguardian.com/technology/2020/jan/13/what-are-deepfakes-and-how-can-you-spot-them
https://www.bbc.com/news/technology-60780142
https://www.cnbc.com/2024/01/10/how-fbi-nsa-are-preparing-for-deepfakes-ahead-of-2024-elections.html
https://transparency.fb.com/policies/community-standards/misinformation/
https://help.twitter.com/en/rules-and-policies/manipulated-media
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.bbc.com/news/technology-60780142
https://www.bbc.com/news/technology-60780142
https://www.bbc.com/news/technology-60780142
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Generative Adversarial Networks Very Likely to Increase Threats 
By 2033  
 
Executive Summary 
As Artificial Intelligence (AI) capabilities become more powerful and widespread, generative 
adversarial networks (GANs) will very likely (80-95%) enable new varieties of attacks and 
threats to US forces by 2033. GANs are advancing rapidly and will reach new scalability and 
accessibility thresholds by 2033. This will significantly expand the threat landscape despite 
the limitations in predicting long-term AI developments. The scalable generation of realistic 
fake media provides adversaries with new avenues for influence campaigns, cyber warfare 
and information warfare. 
 
Discussion 
As Artificial Intelligence (AI) capabilities become more powerful and widespread, it is very 
likely that the growing use of AI systems will lead to an expansion of existing threats.H  As a 
result, it will be worthwhile to attack targets that otherwise would not make sense from the 
standpoint of prioritization or cost-benefit analysis.H This will broaden the range of groups 
capable of conducting such acts, enabling more frequent attacks, new types of attacks, and 
expanding the set of vulnerable targets. These attacks may use AI systems to complete 
certain tasks more successfully than any human can apply deceptive techniques, such as mass 
deception, emotional manipulation, and predatory targeting. H   
 
One area of (AI) seeing giant 
leaps forward is generative 
adversarial networks 
(GANs), AI system 
comprising two neural 
networks that work against 
each other to refine the 
realism of synthetic media.H 
GANs have shown 
astonishing progress for the 
entertainment industry in 
creating compelling fake 
images and videos that are extremely difficult for humans or AI to detect as false. These 
algorithms are steadily improving, ushering in an era where realistic deep fakes can be 
produced at a scale with minimal resources and technical skill. (See Figure 1) 
 

Figure 10 The culture of machine learning research has given rise to a rich 
open source model ecosystem. Source: Mandiant.com 

https://www.asisonline.org/security-management-magazine/articles/2018/06/artificial-adversaries/
https://www.repository.cam.ac.uk/items/d654418d-1c12-4024-85d5-ccd614c32ef3
https://www.repository.cam.ac.uk/items/d654418d-1c12-4024-85d5-ccd614c32ef3
https://machinelearningmastery.com/what-are-generative-adversarial-networks-gans/
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Although GANs hold great promise, they also open the door for new forms of deception and 
manipulation. The adoption of GANs is changing the nature of security risks faced by 
governments and militaries. From a security perspective, several of these developments are 
noteworthy. For instance, the ability to recognize a target’s face and navigateH  through 
airspace can be applied to autonomous weapon systems. Similarly, the ability to generate 
synthetic images, text, and audio can be used to impersonate others online (See Figure 2)H or 
to sway public opinion by distributing generated content through social media channels.H   
 
Recent real-world cases have revealed malicious use of GANs. Adversaries such as Russia 
deployed this technology in their war with Ukraine. For instance, in 2022, the Lieber Institute 
at West Point reported that Russian operatives deployed convincing videos of political 
figures through social media to influence policy and sow political discord.H The videos were 
believed to have been GAN-manipulated. Additionally, there have been examples of using 
GANs to produce nonconsensual fake intimate imagery, as well as AI-generated images and 
video materials that aid online harassment campaigns while protecting the identity of the 
perpetrators.  
 
Generating synthetic media allows attackers to hide behind AI systems and evade 
attribution.H Highly realistic fakes are more likely (55-80%) to achieve adversarial goals such 
as manipulating public opinion or gaining access to sensitive systems. Producing volume 
output disguises, the origin point and overwhelms investigators attempting to separate the 
real from the fake ones.H  
 
GAN systems are likely to unlock 
new threats that are inconceivable 
with today’s more limited 
capabilities. Advancements in AI 
creativity and reasoning could 
allow GANs to generate highly 
infectious viral misinformation 
built upon complex false 
narratives that appeal to 
psychological vulnerabilities in 
certain demographics.H The 
algorithms could iteratively test 
and refine such “viral memes” to 
maximize their spread.  
 
 

Figure 2 Researchers use AI to make realistic fake video of Obama 
speaking. Click on picture or go to:  
https://www.businessinsider.com/ai-video-editing-fake-obama-
talking-doctored-footage-2017-7 to view video.  Source:  
BuisinessInsider.com 

https://www.repository.cam.ac.uk/items/d654418d-1c12-4024-85d5-ccd614c32ef3
https://youtu.be/3mNf1euL3vI?si=aUx4AsDEbAT-D1aA
https://www.repository.cam.ac.uk/items/d654418d-1c12-4024-85d5-ccd614c32ef3
https://lieber.westpoint.edu/deepfake-technology-age-information-warfare/
https://www.mandiant.com/resources/blog/repurposing-neural-networks-to-generate-synthetic-media-for-information-operations
https://link.springer.com/article/10.1007/s12530-022-09464-y
https://www.sciencedirect.com/science/article/abs/pii/S1364661321001534
https://www.businessinsider.com/ai-video-editing-fake-obama-talking-doctored-footage-2017-7
https://www.businessinsider.com/ai-video-editing-fake-obama-talking-doctored-footage-2017-7
https://www.businessinsider.com/ai-video-editing-fake-obama-talking-doctored-footage-2017-7
https://www.businessinsider.com/ai-video-editing-fake-obama-talking-doctored-footage-2017-7
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According to Gartner’s AI development predictions, by 2033, generative AI will reach 100x 
to 1,000 × scale and efficiency at a low cost, enabling new mainstream applications across 
industries and increasing opportunities for misuse.H As this technology proliferates, 
malicious deployment of GANs for deception campaigns is likely to rapidly increase.  
 
Countering these AI-enabled threats requires policy changes by technology platforms, 
government agencies, and militaries to detect and limit the spread of algorithmically 
generated fake content. It will also require the establishment of new types of digital forensic 
capabilities to authenticate media and safeguard organizations, as well as public discourse. 
Although GAN algorithms hold tremendous promise for commercial industries, their 
progression also heralds unpredictable threats on the horizon for our military. Tracking their 
evolution and actively developing countermeasures will become increasingly important in the 
coming years.  
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. The judgment relies primarily on open-
source research publications regarding the capabilities of GAN systems and their rate of 
advancement as well as analysis from technology policy think tanks on likely implications. 
While these technologies forecast reports come from reputable subject matter experts and 
tend to corroborate them, there are inherent limitations in predicting future AI developments. 
There was adequate time, but the analyst worked alone and did not use a structured method. 
Furthermore, given the lengthy time frame of the estimate, this report is sensitive to change 
due to new information. 
 

Author: CDR Robert V. Liberato 
 
 
 
 
 
 
 
 
 
 
 
 

https://www.gartner.com/en/articles/generative-ai-can-democratize-access-to-knowledge-and-skills
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China Very Likely to Utilize Deepfakes to Attempt to Influence the 
2028 United States Presidential Election  
 
Executive Summary 
It is very likely (80-95%) China will introduce deepfakes during the 2028 United States 
presidential election cycle to ensure the winner will be most favorable toward China 
advancing its national interests. China used this tactic to influence the January 2024 
presidential election in Taiwan, but was unsuccessful in preventing a pro-independence 
candidate from winning. The United States National Intelligence Council published a report 
addressing China’s involvement in influencing the 2022 United States midterm congressional 
elections. United States officials are also concerned about China’s involvement in the 2024 
United States presidential election, despite the Chinese Embassy denying all allegations and 
their efforts not having 
the intended effects of 
swaying the election in 
the Chinese Communist 
Party’s favor. 
 
Discussion 
Leading up to the 
Taiwan presidential 
election in January 
2024, China engaged in 
a disinformation 
campaign to confuse 
Taiwanese voters and 
make them question the 
legitimacy of their election.M One of the tools used by China was deepfake videos.M The 
Chinese Communist Party (CCP) also produced a 300 page book, and had artificial 
intelligence generated newscasters read parts of it on social media.H Figure 1 shows a clip 
from a video of Taiwan’s Foreign Minister, Joseph Wu, addressing the CCP efforts to 
promote disinformation. Ethan Tu, founder of Taiwan AI Labs, indicated the misinformation 
attacks have increased since 2018 and will continue to do so.M Tu gave credit to the 
effectiveness of this tactic because people fear speaking out against it.M However, China’s 
misinformation campaign did not have the desired effect of electing a more preferable 
candidate to Beijing, one who does not support Taiwan independence.H 
 
The United States Office of the Director of National Intelligence indicated China’s senior 
leaders increased efforts to influence United States policy in the 2022 United States midterm 

Figure 1 Joseph Wu, Foriegn Minister of Taiwan addressing Chinese attempts 
to influence Taiwan's 2024 election. Video at: 
https://www.wsj.com/video/taiwan-fights-onslaught-of-chinese-disinformation-
ahead-of-key-election/F6F0C406-164B-4572-86B0-F54736B2B163 Source: 
Wall Street Journal. 

https://thehill.com/opinion/international/4406585-china-interfered-in-taiwans-election-and-failed-but-next-time-it-could-succeed/
https://thehill.com/opinion/international/4406585-china-interfered-in-taiwans-election-and-failed-but-next-time-it-could-succeed/
https://foreignpolicy.com/2024/01/23/taiwan-election-china-disinformation-influence-interference/
https://www.voanews.com/a/q-a-taiwan-ai-labs-founder-warns-of-china-s-generative-ai-influencing-election-/7428717.html
https://www.voanews.com/a/q-a-taiwan-ai-labs-founder-warns-of-china-s-generative-ai-influencing-election-/7428717.html
https://www.nbcnews.com/tech/misinformation/will-china-try-meddle-us-election-taiwan-offers-clues-rcna133444
https://www.wsj.com/video/taiwan-fights-onslaught-of-chinese-disinformation-ahead-of-key-election/F6F0C406-164B-4572-86B0-F54736B2B163
https://www.wsj.com/video/taiwan-fights-onslaught-of-chinese-disinformation-ahead-of-key-election/F6F0C406-164B-4572-86B0-F54736B2B163
https://www.wsj.com/video/taiwan-fights-onslaught-of-chinese-disinformation-ahead-of-key-election/F6F0C406-164B-4572-86B0-F54736B2B163
https://www.wsj.com/video/taiwan-fights-onslaught-of-chinese-disinformation-ahead-of-key-election/F6F0C406-164B-4572-86B0-F54736B2B163
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elections.H A  declassified intelligence report indicated China’s intention to target the 
elections of specific members of Congress due to their anti-China views.M China’s purpose 
was to increase the probability of pro-China candidates being elected.H The report also 
asserted the People’s Republic of China, Chinese diplomats, and online actors were all 
involved in these influence activities.H Liu Pengyu, spokesperson for the Chinese Embassy 
denied the allegations from the report.H 
 
United States Senator Pete Ricketts voiced his concerns about China’s artificial intelligence 
operations playing an influence role in the 2024 presidential election.H Meta, the company 
which owns Facebook and Instagram, banned thousands of Chinese Facebook accounts for 
impersonating American accounts and posting fake news to influence the 2024 elections.H 
Meta’s Global Threat Intelligence Lead, Ben Nimmo, noted an increase in Chinese online 
influence operations since 2020.H Doublethink Lab is a company which “aims to track and 
counter Chinese disinformation aimed at Taiwan.H Doublethink Lab’s acting director, 
Lennon Chang, indicated the United States could experience the same type of influence 
operations in the 2024 presidential election that Taiwan faced in January 2024.H Given the 
recent history of the CCP attempts to influence elections, the increase of Chinese social 
media accounts, and growing concerns in congress, it is very likely the CCP will continue 
their misinformation attempts in the 2028 United States’ presidential election. 
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were generally reliable and 
corroborated the information despite news sources having different political leanings. Much 
of this information is new and ongoing. Adequate time was allowed to prepare this report but 
the analyst worked alone and did not use a structured method. This report is unlikely to 
change prior to the end of the forecast due to a lack of international norms and regulations 
concerning online misinformation which will attempt to sway voters. 
 

Author: LTC Charles Moss 
 
 
 
 
 
 
 
 
 

https://www.nbcnews.com/politics/elections/aggressive-china-tried-influence-2022-midterms-us-intelligence-report-rcna130366
https://www.frontpagemag.com/china-intervened-in-elections-to-reward-members-of-congress-for-their-support-of-beijing/
https://www.nbcnews.com/politics/elections/aggressive-china-tried-influence-2022-midterms-us-intelligence-report-rcna130366
https://www.dni.gov/files/ODNI/documents/assessments/NIC-Declassified-ICA-Foreign-Threats-to-the-2022-US-Elections-Dec2023.pdf
https://www.nbcnews.com/politics/elections/aggressive-china-tried-influence-2022-midterms-us-intelligence-report-rcna130366
https://www.foxnews.com/politics/china-could-use-ai-deepfake-technology-disrupt-2024-election-gop-senator-warns
https://www.cnn.com/2023/11/30/tech/meta-chinese-propaganda-us-democracy-2024-election/index.html
https://www.cnn.com/2023/11/30/tech/meta-chinese-propaganda-us-democracy-2024-election/index.html
https://www.nbcnews.com/tech/misinformation/will-china-try-meddle-us-election-taiwan-offers-clues-rcna133444
https://www.nbcnews.com/tech/misinformation/will-china-try-meddle-us-election-taiwan-offers-clues-rcna133444
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The Proliferation of Disinformation Bots By Adversaries Against 
the United States Military is Very Likely By 2033 Due to Improved AI 
Capabilities  
 
Executive Summary 
The use of disinformation bots by adversaries against the US military is very likely (80-95%) 
by 2033 due to rapid improvements in artificial intelligence (AI) capabilities for generating 
synthetic text, audio, video and imagery. Despite countermeasures, the increasing 
sophistication of AI will enable adversaries to create highly convincing fake content to 
deceive and disrupt US operations. Recent demonstrations of deepfake technology indicate 
adversaries are rapidly acquiring the capability to generate highly realistic fake content. 
Paired with increasing sophistication of bot networks, this points to an extremely high 
likelihood of weaponization by 2033. 
 
Discussion 
Generative AI models can now create realistic fake text, images, and videos. This has enabled 
adversaries to weaponize these models for disinformation campaigns that aim to interfere 
with elections, erode public trust, and deepen social divisions. 
 
A disinformation bot is a type of automated software program that spreads false or 
misleading information online without human intervention.H Some key characteristics of 
disinformation bots includeM: 
 
• Automatically generates and 

spreads intentionally false content 
to manipulate public perception 

• Poses as real users on social 
platforms, making them hard to 
distinguish 

• Operates at high volumes and 
speeds to flood platforms before 
moderators can respond 

• May be coordinated in networks to 
create illusion of grassroots 
support for false narratives 

 
Recent examples demonstrate how 
adversaries have already deployed 

Figure 1 The Reconnaissance of Influence Operations software 
generates a “tree” that depicts the scope of a retweet network. 
Source: https://www.ll.mit.edu/r-d/projects/reconnaissance-
influence-operations 

https://ijnet.org/en/story/understanding-bots-botnets-and-trolls
https://onlinelibrary.wiley.com/doi/abs/10.1111/1467-8551.12554
https://www.ll.mit.edu/r-d/projects/reconnaissance-influence-operations
https://www.ll.mit.edu/r-d/projects/reconnaissance-influence-operations
https://www.ll.mit.edu/r-d/projects/reconnaissance-influence-operations
https://www.ll.mit.edu/r-d/projects/reconnaissance-influence-operations
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disinformation bots to target military operations. During the 2022 Russian invasion of 
Ukraine, bots promoted false narratives around Russian troop positions to confuse Ukrainian 
forces regarding the direction of assaults. Russian bots also spread doctored videos and 
directives pretending to originate from the Ukrainian military leadership in efforts to goad 
forces into ambushes. Their automation and coordination make them powerful tools for 
manipulating public perceptions. Identifying and mitigating their harmful effects continues to 
be a major challenge facing online platforms, governments and the general public. 
 
Key adversaries, including Russia, China, Iran, and North Korea, have highly sophisticated 
cyber programs and have already demonstrated an interest in using AI-enabled 
disinformation tactics.H Many have exploited the internet to spread propaganda and 
disinformation to weaken their competitors. For example, Russia’s official military doctrine 
calls to “exert simultaneous pressure on the enemy throughout the enemy’s territory in the 
global information space”.H These adversaries are very likely to have enormous potential for 
leveraging AI-powered bots to spread targeted disinformation within US military channels. In 
addition to nation-state adversaries, terrorist groups and other non-state actors have strong 
incentives to utilize disinformation bots to sow confusion without attributable links back to 
them.  
 
The accelerated pace of AI research in generative models points to a future capability for 
adversaries to flood US military personnel with hyper realistic fake content that spreads 
rapidly through social platforms and messaging apps. This could include fake troop 
movements, false combat scenarios, and misleading directives aimed at degrading 
coordination and trust in the operations.  
 
Of principal concern is Russia, which combines advanced AI and cyber capabilities with 
demonstrated willingness to utilize disinformation against military targets.H China also runs 
vast online propaganda operations and presents increasing Risk from its rapidly developing 
AI programs.M Iran and North Korea present additional, but likely more limited near-term 
threats of employing sophisticated disinformation bots against US military channels. 
 
Over the past decade, several teams have sought to develop algorithms that successfully 
identify bots online. MIT Lincoln Laboratory is developing a Reconnaissance of Influence 
Operations (RIO) AI system (Figure 1) to understand and automatically detect disinformation 
narratives, as well as those individuals who are spreading the narratives within social media 
networks.H RIO will also have the ability to help those using the system to forecast how 
different countermeasures might halt the spread of a particular disinformation campaign. A 
follow-up program is also underway to dive into the cognitive aspects of influence operations 
and how disinformation affects individual attitudes and behaviors.M  

https://books.google.com/books?hl=en&lr=&id=xpYJEAAAQBAJ&oi=fnd&pg=PA119&dq=disinformation+bots+military&ots=RWABdJvqXk&sig=yneoy9_bj1cKIjTag2ixy-vYqTI#v=onepage&q=disinformation%20bots%20military&f=false
https://web.archive.org/web/20180501051233id_/https:/www.offiziere.ch/wp-content/uploads-001/2015/08/Russia-s-2014-Military-Doctrine.pdf
https://www.fpri.org/article/2021/07/understanding-russias-cyber-strategy/
https://www.cnn.com/2023/11/13/us/china-online-disinformation-invs/index.html
https://www.ll.mit.edu/r-d/projects/reconnaissance-influence-operations
https://www.ll.mit.edu/news/new-system-could-help-counter-spread-disinformation
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Additional defensive measures will be necessary to counter increasingly advanced 
disinformation bots in the future. These could include cyber operations to take down 
adversarial bot networks and improved identity verification procedures to prevent automated 
accounts from penetrating US military channels under the guise of authentic personnel. 
Ongoing training for military members on responsible information sharing and heightened 
vigilance against suspicious directives will also prove critical in this emerging threat 
landscape. While some detection systems are in early phases, adversarial machine learning 
techniques could enable disinformation bots to evade these defenses.  
 
Analytical Confidence 
Confidence level is moderate in the core judgment that disinformation bots will continue 
rapidly proliferating over the next 2-4 years. This assessment is based on clear evidence 
regarding the direction of technology developments enabling more advanced bots as well as 
unambiguous profit motives driving their creation despite ethical issues. Regulatory inability 
to constrain growth in the near term solidifies this outlook. However, some uncertainty exists 
around potential future actions by social media platforms if issues escalate further. 
 

Author: CDR Robert V. Liberato 
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United States Open-Source Intelligence Reporting Will Likely 
Contain Artificial Intelligence Generated Information by 2033 
 
Executive Summary 
The proliferation of Artificial Intelligence Generated Content (AIGC) makes it likely (55-
80%) that by 2033, open-source intelligence (OSINT) collectors will unwittingly collect and 
disseminate AI-generated information. Sophisticated adversarial AI (AAI) networks will 
likely evade attribution, resulting in AIGC entering intelligence reporting. Without AI 
policies and frameworks, it is very likely (80-95%) that the intelligence community’s (IC) 
OSINT collection cycle will be unable to attribute AI-generated information before it enters 
intelligence reporting.  
 
Discussion 
AI-generated information will likely enter IC reporting through OSINT reporting. 
According to researchers at the Center for Digital Ethics and the Social Science Research 
Network (SSRN), OSINT comprises upwards of 80 percent of reporting for intelligence 
agencies and law enforcement.H AIGC news and information proliferates online and will 
almost certainly (95-99%) be collected for OSINT reporting. In May 2023, media watchdog 
News Guard identified 49 news and media sites that were solely AI-generated.H Other 
professional fields, such as legal services, also grapple with the complexity of attributing 
AIGC as a source or its implications for the admissibility of evidence.H The proliferation of 
AIGC online increases the 
probability of unwitting 
collection and dissemination of 
AIGC into the IC.  

 
Attributing collected 
information to adversarial AAI 
networks is a growing national 
security concern. The 
Department of Homeland 
Security (DHS), in its 2023 
“Risks and Mitigation 
Strategies for Adversarial 
Artificial Intelligence Threats” 
report, described an AAI 
network as a significant AI 
threat to the United States.H 
The DHS noted concern about 

Figure 1: Tutorial on OSCAR capabilities. Click on photo or go to 
https://youtu.be/hv5UXPe4zUo Source: CSIS 

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4272245
https://www.newsguardtech.com/special-reports/newsbots-ai-generated-news-websites-proliferating/
https://www.nvd.uscourts.gov/wp-content/uploads/2023/04/Artificial-Intelligence-as-Evidence.pdf
https://www.dhs.gov/sites/default/files/2023-12/23_1222_st_risks_mitigation_strategies.pdf
https://youtu.be/hv5UXPe4zUo
https://youtu.be/hv5UXPe4zUo
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a state-sponsored AAI’s ability to create “…realistic human-like text, [which] opens the door 
for malicious actors to be able to engineer open-source information campaigns at scale.” H 
Peer competitors, like China, consider the information environment a battlefield and are 
incorporating AIGC into information warfare.H, H China relied on large language models 
(LLM) AAIs to influence the 2024 Taiwan elections by producing high-quality news videos 
and AI-generated bots to sway Taiwanese opinion.M Russia also uses AAIs to create open-
source media content to impact national security decisions. Russian attributed AI media 
articles influenced some members of Congress regarding aid for Ukraine through convincing 
news stories that Ukrainian President Volodymyr Zelensky had used United States Ukraine 
aid to purchase a personal yacht.H It is very likely that by 2028, adversaries will continue to 
use AAI networks to target the United States OSINT collection system with open-source 
media sites. 
 
The volume of data collection and reliance on AI alone to sort the data will almost certainly 
contribute to AIGC entering the intelligence stream. In 2022, the Center for Strategic and 
International Studies envisioned an Open Source Cloud based AI-enabled Reporting, 
OSCAR, as a future component of OSINT Collection.H “OSCAR” would rely on machine 
learning to sort through massive amounts of data and automate collection (See Figure 1). But, 
as recently as March 2024, United States government officials and Internet researchers at 
Clemson University identified Russian-attributed media sites with genuine sounding names 
such as “Chicago Chronicle,” “Miami Chronicle,” and “D.C. Weekly,”H which can fool 
OSINT collection systems like “OSCAR.” In January 2024, during a Google panel, Colonel 
(COL) Richard Leach, G2 for the Defense Information Systems Agency, remarked on the 
massive volume of information the Department of Defense (DoD) processes for decision-
makers and that individual analysts do not have time or capacity to analyze all of the data and 
must rely on AI for data management.M During an interview on 9 February 2024, Dr. Herb 
Lin, a senior research scholar at Stanford University, when queried about AIGC entering 
intelligence reporting, stated that AI familiarization, not technology, will very likely prevent 
AIGC from impacting intelligence reporting.10 Without DoD frameworks that integrate AI 
and OSINT and require training for humans in the OSINT collection cycle, fully autonomous 
AI collection will very likely enable AAI to enter IC reporting. 
 
The decentralized nature of the United States’ OSINT methodologies and lack of centralized 
policy make it almost certain that the DoD cannot withstand an AAI threat to OSINT 
collection. Microsoft’s February 2024 report on AAI using LLMs to spread misinformation 
and create content affirms the enduring threat of AAI towards OSINT collection.H The 
private sector OSINT company FIVECAST details specific rules and principles that govern 

 
10 Herb Lin, Interview with Dr. Herb Lin Regarding Artificial Intelligence and the Psycho-Cognitive Domain, 
Teams Interview, February 9, 2024. 

https://www.dhs.gov/sites/default/files/2023-12/23_1222_st_risks_mitigation_strategies.pdf
https://www.microsoft.com/en-us/security/business/security-insider/reports/cyber-signals/cyber-signals-issue-6-navigating-cyberthreats-and-strengthening-defenses/
https://www.airandspaceforces.com/china-generative-ai-chatgpt/
https://www.cnn.com/2023/12/15/asia/taiwan-election-disinformation-china-technology-intl-hnk/index.html
https://www.bbc.com/news/world-us-canada-67766964
https://csis-website-prod.s3.amazonaws.com/s3fs-public/publication/220119_Harding_MoveOverJARVIS_MeetOSCAR_0.pdf?VersionId=NqfrbU05ULzzcySzNHB0pTzsNYw3HdfK
https://www.nytimes.com/2024/03/07/business/media/russia-us-news-sites.html?unlocked_article_code=1.bU0.MhRx.2WkHwm4ahnOR&smid=url-share
https://www.defense.gov/News/News-Stories/Article/Article/3656926/battle-looming-between-ai-and-counter-ai-says-official/
https://www.microsoft.com/en-us/security/business/security-insider/reports/cyber-signals/cyber-signals-issue-6-navigating-cyberthreats-and-strengthening-defenses/
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its OSINT collection and attribution to prevent AIGC and AAI attacks.M In contrast, the 
Government Accountability Office’s (GAO) 2021 Defense Intelligence and Security report to 
Congress determined that the DoD’s OSINT policy documents “…governing the OSINT 
mission area do not currently include short- or long-term outcomes, nor metrics tied to 
outcomes tracking performance and accountability” and that the “…DIA’s OSINT authorities 
and responsibilities to set OSINT standards and requirements are unclear and not well 
understood.”H The GAO’s 2022 report on AI and the DoD outlined several areas for 
improvement, such as policies on AI and the need for “…guidance that clearly defines the 
roles and responsibilities of components that participate in AI activities.”H A 2024-2026 
OSINT strategy guidance by the Director of National Intelligence concluded that AI will play 
a critical role in OSINT collection, and OSINT collection training must be updated to 
account for AIGCH, yet the DoD’s OSINT collection frameworks are not stable enough to 
permit full automation of OSINT collection. Without updated training, frameworks, and 
tradecraft, it is almost certain the DoD OSINT enterprise is not prepared with the experience, 
policies, and strategies to detect and attribute AAI and prevent AIGC from polluting 
intelligence reporting.  
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were reliable and tended to 
corroborate one another. The author personally interviewed Dr. Herb Lin for the project. 
Perplexity and ideas from the results were used in further research. Perplexity suggested 
sources that were validated and then used as references. There was adequate time, but the 
analyst worked alone and did not use a structured method. Furthermore, given the lengthy 
time frame of the estimate, this report is sensitive to change due to new developments, such 
as the rapid implementation of OSINT policies, a joint OSINT office within the DoD, and/or 
the establishment of a specific OSINT career field for civilians and military. This report is 
also sensitive to the future of OSINT collection with the DoD and, due to the rapidly 
evolving nature of AIGC, if the DoD would shift OSINT collection to government 
contractors. 
 

Author:  Mr. Tom M. Jackson 
 

 
 
 
 
 
 

https://www.fivecast.com/blog/source-validation-a-critical-step-in-osint-investigations/
https://www.gao.gov/assets/gao-21-295.pdf
https://www.gao.gov/products/gao-22-105834#summary_recommend
https://www.dni.gov/files/ODNI/documents/IC_OSINT_Strategy.pdf
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Generative AI Highly Likely to Drive Evolution in Targeted Cyber 
Espionage Targeting Methodology from 2025 to 2030 
 
Executive Summary 
The introduction of AI and AI Generated Content into existing cyber capabilities is highly 
likely (80-95%) to pose an increased risk to corporate and industry leaders between 2025 and 
2030 despite workplace cyber protections. Cyber spies will likely use  AI Generated Content 
to bypass existing cyber security creating a window where corporate and industry leaders 
will be vulnerable to exploitation until security practices catch up.  
 
Discussion 
The introduction of Artificial Intelligence Generated Content (AIGC) into cybercriminal and 
state sponsored cyber espionage is highly likely to drive a change in the populations most 
vulnerable to cyber-attacks. Currently, the most vulnerable phishing targets are young adults 
and adults over 75.H These populations tend not to benefit from institutional protections 
afforded by workplace cyber security practices. However, leveraging AI and AIGC in a two-
step process will bypass most existing institutional security through a targeting approach.  
 
The combination of an increasingly digitized workforce and AI enabled threat results in an 
opportunity for threat cyber espionage operations. Prior to 2020 companies were already 
increasingly digitizing and Covid drove more companies to operate in a digitally enabled 
cloud-based architecture.H By late 2025 Cyber criminals and state sponsored cyber threats 
will be positioned to exploit a physically isolated workforce that is increasingly reliant on 
cloud infrastructure and working with collaborative technologies in novel ways.M  
 
Combining AI into spear 
phishing cyber espionage 
operations will undoubtedly 
enable a shift to corporate 
middle management as a new 
vulnerable population despite 
existing cyber protections.M 
Phishing is currently the most 
prolific and revenue 
generating, rising trend in 
cyber-criminal activity.M In 
the third quarter of 2022, 
alone, The Anti-Phishing 
Working Group (APWG) 

Figure 1 Phishing Attacks on the Rise. Click on picture or go to:  
https://apwg.org/.  Source:  Anti-Phishing Working Group. 

about:blank#:%7E:text=Analysis%20found%20that%20there%20was%20a%2010%25%20growth,be%20more%20susceptible%20to%20scams%20and%20phishing%20attempts.
about:blank
about:blank
about:blank
about:blank
https://apwg.org/
https://apwg.org
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comprised of industry leading cyber protection professionals observed 1,270,883 total 
phishing attacks (see figure), a new record and the worst quarter for phishing that APWG has 
ever observed.H If current trends continue, it is inevitable that states adopt phishing as part of 
state cyber espionage to gain access to networks or intellectual property.H AI enabled 
phishing and cyber espionage operations will likely enable threat actors to move away from 
data breaches into more sophisticated operations.  
 
The first step in developing and AI enabled cyber espionage capability is collection key data 
on target populations. AI is capable of polling vast data and media repositories to collect and 
synthesize publicly available data, in fact this is how many AI’s are trained.M Social 
Canvassing AI’s can then focus on target populations such as those of corporate or industrial 
leaders, searching for relevant data. The second step is to use Generative AI to create content 
tailored to specific individuals. The key is to generate realistic content that appeals to the 
target. The goal of this approach is to gain access to networks and intellectual property.M The 
net result is a socially engineered targeted approach is that cyber operatives are invited into 
the network by increasingly realistic content. M A next generation use of AIGC is on the near 
frontier and uses generative AIs to exploit stolen credentials to replicate the target within the 
network based on available data. 
 
The emerging nature of AIGC will likely (55%-80%) make the window of opportunity to 
exploit the workforce fleeting. AIGC and associated capabilities are still emerging and will 
likely result in novel uses in cyber espionage events. The rush to use will be balanced by 
states’ desire for sophistication to avoid detection. Therefore, the window for maximum 
effect will likely be between 2025 and 2030. It is likely that industry will develop controls 
and protections for its workforce but those protections will take years to fully implement. 
Unfortunately, by the time emerging protections are in place, hostile states’ cyber espionage 
operatives will already be in the network.  
 
Analytic Confidence 
The analytic confidence for this estimate is moderate.  Sources were generally reliable and 
tended to corroborate one another, however most focused on current security conditions. 
There was adequate time, but the analyst worked alone and did not use a structured method.  
Furthermore, given the lengthy time frame of the estimate, this report is subject to change 
based on the pace at which cyber protection capabilities designed to counter AIGC are 
implemented at scale. 
 

Author:  COL Robert M. Richardson 
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Department of Defense Very Likely To Use Intelligence Community 
and U.S. Gov Agencies in lieu of Private Sector for Artificial 
Intelligence Detection by 2033  
 
Executive Summary 
By 2033, it is very likely (80-95%) that the Department of Defense will rely on the 
intelligence community (IC) or cybersecurity departments within U.S. government agencies, 
rather than the private sector, for Artificial Intelligence Generated Content (AIGC) detection 
tools and procedures. The IC will continue to have requirements for collection and the 
necessity for safeguarding or controlling misinformation and disinformation. Despite the 
commercial sector’s speed of AIGC advancements, there is limited financial incentive for 
individual businesses to prioritize AIGC detection software or work with the federal 
government on joint partnerships.    
 
Discussion 
Since the emergence of artificial intelligence, some commercial companies have been leading 
innovation, and successfully providing intelligence services to the government.H However, 
even companies which offer the best intelligence services are still beholden to private 
investors, strategic partners’ agendas, or the drive for profitability.M While many companies 
do work with the IC and provide services for a cost, they are ultimately data brokers vice data 
protectors. Figure 1 illustrates a 
rendering of the Republic of 
Indonesia’s earth Imaging 
constellation, resulting from a 
commercial (U.S.) company, 
BlackSky that just signed a $50 
million deal to supply imagery 
services and satellites to Indonesia.  
 
With the rise of artificial 
intelligence generated content 
(AIGC), such as deepfake pictures 
or videos, the information 
environment has changed within the 
open-source intelligence 
discipline.M However, checking the veracity of data given the deepfake threats is getting 
engrained in IC agencies. M Moreover, government agencies have been aware of this threat 
since 2021M so it is unlikely that detection tools or safeguarding measures have not been 
already put in place.   

Figure 1: Rendering of the Republic of Indonesia’s Earth imaging 
constellation. Credit: Thales Alenia, full story at website: 
https://spacenews.com/blacksky-inks-50-million-deal-to-supply-
imagery-services-and-satellites-to-indonesia/  

https://www.defense.gov/News/News-Stories/Article/Article/3277453/dod-modernization-relies-on-rapidly-leveraging-commercial-technology/
https://www.blacksky.com/partners/
https://www.c4isrnet.com/opinion/2022/01/25/the-role-of-ai-in-open-source-intelligence/
https://www.nsa.gov/Press-Room/Press-Releases-Statements/Press-Release-View/Article/3523329/nsa-us-federal-agencies-advise-on-deepfake-threats/
https://executivegov.com/2021/03/fbi-issues-guidance-on-identifying-deepfake-content/
https://spacenews.com/blacksky-inks-50-million-deal-to-supply-imagery-services-and-satellites-to-indonesia/
about:blank
about:blank
about:blank
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Because of the intelligence community (IC)’s mission, the requirements for IC collection 
cannot be compromised. Policymakers and strategic leaders demand intelligence estimates 
and continual indications and warnings, which are based on having raw information collected 
for fusion and analysis. These demands will not cease, nor decrease in the future. U.S. 
strategy and policy documents cement the IC’s role as critical, with no-fail mission 
requirements, which the commercial sector does not have to consider.H While the 
commercial sector will likely demonstrate how their social media platforms can be trusted,M 
the IC will be focused narrowly on the data they need to collect.M Finally, the computer 
systems that the IC often use for collection and processing, due to specific intelligence 
disciplines is often on a higher classification network than what commercial companies use.H 
 
The commercial sector is very likely (80-95%) to invest in the AI tools that are yielding the 
highest returns,M which may not necessarily include AIGC detection software. An expert in 
AIGC, Mr. Edmon Begoli, who leads the Oak Ridge National Laboratory’s Center for AI 
Security Research has stated that commercial and private sector companies will be focused 
on creating the most efficient large language models for their customers, not looking at how 
to protect or check the veracity of data. The National Labs within the Department of Energy 
are not only funded and resourced for these endeavors, but work in collaboration and 
synchronize with many of the cyber departments within the IC.H  
   
Analytic Confidence 
The analytic confidence for this estimate is moderate.  This estimate is focused on a potential 
change in policy, should the U.S. government consider using more commercial or private 
sector AIGC during the intelligence collection. Sources were generally reliable and tended to 
corroborate one another.  No AI tools, other than Grammarly, were used in this estimate. 
There was adequate time, but the analyst worked alone and did not use a structured method.  
Furthermore, given the lengthy time frame of the estimate, this report is sensitive to change. 
Intelligence reporting at a higher classification level could affect this forecast. 
 

Author:  LTC Katherine M. Ogletree 
 
 

 
 
 
 
 

https://www.dni.gov/files/ODNI/documents/National_Intelligence_Strategy_2023.pdf
https://medium.com/techlife/safeguarding-authenticity-in-the-age-of-deepfakes-f14118d1cfab
https://usarmywarcollege.sharepoint.com/sites/TeamPotter/Shared%20Documents/Forms/AllItems.aspx?id=%2Fsites%2FTeamPotter%2FShared%20Documents%2FThe%20Main%20Project%2FInterviews&p=true&ga=1
https://www.dni.gov/index.php/what-we-do/what-is-intelligence#:%7E:text=The%20intelligence%20cycle%20is%20a%20process%20of%20collecting,process%20are%20direction%2C%20collection%2C%20processing%2C%20exploitation%2C%20and%20dissemination.
https://www.mckinsey.com/mgi/overview/in-the-news/ai-could-increase-corporate-profits-by-4-trillion-a-year-according-to-new-research
https://usarmywarcollege.sharepoint.com/sites/TeamPotter/Shared%20Documents/Forms/AllItems.aspx?id=%2Fsites%2FTeamPotter%2FShared%20Documents%2FThe%20Main%20Project%2FInterviews&p=true&ga=1
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By 2029 U.S. Government Attribution Tools Very Likely to Use 
Machine Learning  
 
Executive Summary 
By 2029, it is very likely (80-95%) that U.S. government attribution methods in cyber 
environments will utilize machine learning (ML), a type of artificial intelligence. This 
technique would be a result of consolidated collaboration between the commercial sector, 
academia, and government after successfully testing such tools in government laboratories 
with proven success rates. Using these automated forensic tools seeks to increase efficiency 
and speed while being able to maintain a very detailed focus for specific adversarial modus 
operandi. Comparing how adversaries conduct cyber operations will likely assist with 
attribution or detection, especially across other AI generated content, like deepfakes. Despite 
AI hallucinations and biases, the persistent feedback loop will enhance ML production and 
showcase its value as a means for identifying attribution. 
 
Discussion 
Attribution models seek to determine the responsibility for an action, which has become 
increasingly more difficult in the information sphere. The U.S. government has a vested 
interest in this topic, considering both China and Russia have been using cyber to conduct 
information operations, such as disinformation, as well as conduct espionage, intelligence 
gathering, and targeting U.S. states’ critical infrastructure.M  
 
Source attribution is 
critical to hold malicious 
actors accountable for 
their actions, especially if 
cyber actions are 
conducted in conjunction 
with elements of warfare, 
as Russia has been doing 
in its conflict with 
Ukraine.H Attribution is 
just as important when not 
in direct conflict, 
especially when the 
implications result in 
critical infrastructure 
getting shut down as in 
the Colonial pipeline 

Figure 1: An example of using deep machine learning to detect deepfakes. This 
company, IEEE Xpert, is a relatively new engineering private firm in India, 
dedicated to Research and Development, learn more here 
https://www.ieeexpert.com/  

https://sais.jhu.edu/kissinger/programs-and-projects/kissinger-center-papers/deterrence-through-ai-enabled-detection-and-attribution#_edn11
https://carnegieendowment.org/2023/04/18/integrating-cyber-into-warfighting-some-early-takeaways-from-ukraine-conflict-pub-89544
https://www.ieeexpert.com/
https://www.ieeexpert.com/
https://www.ieeexpert.com/
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attack.H   Given the rise of cybercrime, it is understandable that the commercial and private 
sectors are just as concerned as the U.S. government with attribution.M  
 
These aligning interests are likely (55-80%) the main reason the Intelligence Advanced 
Research Projects Activity (IARPA) is harnessing the power of machine learning, a type of 
artificial intelligenceM, to pinpoint cyber attribution. In October 2023, the Office of the 
Director of National Intelligence pitched a proposal’s day briefing to industry, both 
commercial and private sectors, titled “Securing our Underlying Resource in Cyber 
Environments (SoURCE).M The program is seeking novel technologies that will make 
determinations of the most likely attackers, based on coding styles, and measure the 
similarity between files to provide likely origins (country, groups, individuals, etc.).M Testing 
and evaluation partners include Sandia National Laboratory, Lawrence Livermore National 
Laboratory, and the Software Engineering Institute.M  
 
The Department of Homeland Security is already testing out detection algorithms to 
scrutinize digital context for inconsistencies and manipulation.H Figure 1 is an example of 
how an Indian company, specializing in research and development for engineering, explains 
the concept of using deep machine learning to unmask deepfakes.M    
 
Despite known AI hallucinations and bias,M, the ability to create a feedback loop will 
enhance AI/ML into the attribution process. In machine learning, feedback loops provide an 
opportunity to correct a model’s decision and subsequently enhance the output going 
forward.M M Continuous improvement with AI/ML will make U.S. government agencies 
more likely to adopt tools in their attribution processes.  
 
Analytic Confidence 
The analytic confidence for this estimate is moderate.  Sources were generally reliable and 
tended to corroborate one another.  No AI tools, other than Grammarly, were used in this 
estimate. There was adequate time, but the analyst worked alone and did not use a structured 
method. Furthermore, given the lengthy time frame of the estimate, this report is sensitive to 
change. Intelligence reporting at a higher classification level could affect this forecast.  
 

Author:  Katherine M. Ogletree 
 
 
 
 

 

https://www.cisa.gov/news-events/news/attack-colonial-pipeline-what-weve-learned-what-weve-done-over-past-two-years
https://www.weforum.org/agenda/2024/02/why-cybercrime-spikes-in-times-of-global-crisis/
https://www.forbes.com/sites/forbestechcouncil/2018/07/11/machine-learning-vs-artificial-intelligence-how-are-they-different/?sh=172545573521
https://www.meritalk.com/articles/iarpa-seeking-tech-to-pinpoint-cyberattack-attribution/
https://www.iarpa.gov/research-programs/source-code
https://www.iarpa.gov/research-programs/source-code
https://www.dhs.gov/sites/default/files/2023-12/23_1222_st_risks_mitigation_strategies.pdf
https://youtu.be/MQE8RY-d67Q
https://www.forbes.com/sites/lanceeliot/2024/02/29/ai-hallucinations-said-to-be-proven-as-unavoidably-inevitable-but-dont-unduly-despair-since-they-are-hopefully-detectable-and-likely-correctable/?sh=440527d98581
https://mitsloanedtech.mit.edu/ai/basics/addressing-ai-hallucinations-and-bias/
https://towardsdatascience.com/feedback-loops-in-machine-learning-systems-701296c91787
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Terms of Reference: 
Weaponization of Artificial Intelligence: Effects and Responses 

 
Requirement: 
 
How might future adversaries use emerging AIGC tools, techniques, and processes 
for deception and manipulation of the psycho-cognitive domain through 2033? 
 

• Sub 1) What are the likely effects and implications for the use of emerging 
AIGC tools, techniques, and processes? 
 

• Sub 2) What new detection, attribution, and countermeasure processes will 
need to be developed to counter the threat of AIGC? 

 
 
Methodology: 
 

• Gathering Phase-December 2023 to January 2024: The team intends 
to focus on a qualitative over quantitative approach. The team has access to 
various sources, such as academic and open-source research, interviews, 
podcasts, and Artificial Intelligence (AI) enabled open-source data gathering. 
During this phase, the team will consider areas of research emphasis, such as: 

 
o Research and understand the primary AI Platforms. 
o Explore historical analysis on the impact of AI in psycho-cognitive space. 
o Explore existing AI detection mechanisms. 
o Research and review current private sector detection and countermeasure 

best practices. 
o Explore research on AI risks in the technical space. 
o Discover if the Department of Defense (DoD) is working on AI-related 

projects. 
 

• Analyzing Phase-January 2024-February 2024: The team will consider 
a cross-functional approach and an investigative/analytical phase line that 
would: 
o Initially consolidate the information and assess value based on grouping, 

filtering, prioritizing, etc. 
o Evaluate the impact of AI in the psycho-cognitive and technical space. 
o Evaluate how the findings inform the near future (1-5 years) or the future 

(10 years). 
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o Examine the impact of the findings for each domain to identify the most 
at-risk domain and future vulnerabilities. 

o Explore future AI inflection points juxtaposed to likely countermeasures. 
 

• Compiling Phase-March 2024-April 2024: Compile concepts and 
prepare report (March 2024) 
o Prepare a comprehensive report that includes the teams’ findings 

regarding adversaries' attempts to shape the psycho-cognitive domain and 
anything the US Army can employ to counter this. 

o Create a briefing or any visual aids (potential modeling or demonstration) 
accompanying the report.  

 
• Final Briefing: The team will brief the G2 and their staff on/about April 

2024. 
 
Challenges: 
 

• Time: This project will run concurrently with a full graduate course load and 
an extra elective. 

• Resources: Limited funding is available to support travel and other related 
expenses.  

• Future Leaning Focus: Because this study is extrapolatory, some 
assumptions will be included to forward the research. 

• Limited Information Streams: Equipment and resources constrain the 
team to an open-source environment so that the final product will be 
Unclassified. 

• Speed of Transformation: AI research, platforms, and capabilities are 
accelerating exponentially. The data gathered this year may be irrelevant or 
stale next year. 

• Complexity: AI is a new area of study for the layperson, and the team lacks 
the expertise or domain knowledge beyond the basic user level in the field. 
While the team is comprised of educated and experienced individuals, AI, in 
general, presents a technical challenge. 

• Language: Research on adversaries may require translation as no team 
member is fluent in Chinese or Russian.  

• Regulatory: There is limited (or no) international regulatory guidance when 
using artificial intelligence and machine learning tools, thus adversaries may 
already be incorporating AI effects into their wartime planning.  
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Resources: 
 

• Personnel: The team is comprised of a combination of Army and Navy, 
bringing a wealth of experience across domains. 

• Institutional: The team has access to a significant library of journal 
resources, AI websites, a writing laboratory, cognitive spaces, and an adaptive 
learning environment at the Army War College (AWC). 

• Funds: The AWC Futures program has a temporary duty and production 
budget. 

• Technology: The AWC has access to a Futures Lab, an organic chatbot, and 
in-house scientific assistance from technologists. 

• AI Tools: The team has access to numerous AI tools at low or no cost to 
support experimentation and inform observations from the field.  

• Networks: The team can leverage extensive DoD and private sector 
networks to identify subject-matter experts for interviews and assistance. 

 
 
Administration: 
 

• The final product will be delivered in PDF format and is for the sole use of 
LTG Potter, DA G2, her team, and any personnel she chooses to designate. 

• Contact information: 
o Team Point of Contact: 
 COL Robert “Marc” Richardson, 

robert.m.richardson38.mil@armywarcollege.edu, 253-653-4969. 
o Alternate Point of Contact: 
 Mr. Tom Jackson, tom.m.jackson.civ@armywarcollege.edu, 862-276-

7986. 
o Team Members: 
 CDR Robert “Rob” Liberato, 

robert.v.liberato.mil@armywarcollege.edu, 808-339-0605 
 LTC Charles Moss, charles.c.moss.mil@armywarcollege.edu, 901-289-

0181. 
 LTC Katherine “Kate” Ogletree, 

katherine.m.ogletree.mil@armywarcollege.edu, 757-945-1835. 
 Team Physical Mailing address: 651 Wright Avenue, Carlisle Barracks, 

PA, 17013
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Annex B – Assessing Analytic Confidence 
 
The analysts were not subject matter experts and some topics required extensive scientific 
knowledge to fully grasp. The analysts worked independently and collaboratively to answer 
the question. They utilized a combination of structured analytic techniques including nominal 
group technique and network analysis. The team evaluated their analytic confidence using 
Peterson’s Analytic Confidence Factors coupled with the Friedman Corollaries. 
 
Peterson’s Analytic Confidence Factors 

• How reliable are the sources? 
• How well do the independent sources corroborate each other? 
• What is my/my team’s level of expertise? 
• How effective was my analytic collaboration? 
• Did I use any structured techniques in my analysis? 
• How difficult did I perceive the task to be? 
• Did I have enough time to complete the task? 

 
Friedman Corollaries 

• Is my estimate within the range of reasonable opinion surrounding the question? 
• How likely is it that new information will change my estimate? 
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Annex C – Words of Estimated Probability 
 

Team Ergo Sum Machina utilized the Intelligence Community Directive (ICD) 203 as their guide 
for determining their Words of Estimative Probability (WEP) for expressions of likelihood or 
probability, an analytic product must use one of the following sets of terms for determining the 
likely applications across the continuum of AIGC through 2033. 

 
Intelligence Community Directive (ICD) 203 of Estimative Words 
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Annex D – Standard Primary Source Credibility Scale 
 
Source reliability is noted at the end of each citation as low L, moderate M, or high H. The 
citation is hyperlinked to the source, unless the source is a paid subscription; in that instance 
a footnote is provided at the end of each writing illustrating the source for credibility. Source 
reliability is determined using the Trust Scale and Website Evaluation Worksheet found in 
Annex E. 
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Annex E – Trust Scale and Web Site Evaluation Worksheet 
 

Trust Scale and Web Site Evaluation Worksheet 
(Updated OCT 2013) 

Piece of Evidence #: 
          

Score: Trust Scale: 
 

Criteria 
 

Tips 
 
Value 

 
Y or N 

 
Y or N 

 
Y or N 

 
Y or N 

 
Y or N 

 
Y or N 

 
Y or N 

 
Y or N 

 
Y or N 

 
0 

15-20 
High 

Content can be 
corroborated? 

Check some of the 
site's facts 

 

2 

 
 

2 

 
 

2 

         
11-15 

Moderate 
Recommended by 
subject matter 
expert? 

Doctor, biologist, 
country expert 

 
 

2 

 
 
 

2 

 
 
 

0 

         

6-10 
Low 

Author is 
reputable? 

Google for 
opinions, ask 
others 

 
 

2 

 
 
 

2 

 
 
 

0 

         

5-0 
Not Credible 

You perceive site 
as accurate? 

Check with other 
sources; check 
affiliations 

 
 

1.5 

 
 
 

1.5 

 
 
 

1,5 

         

Information was 
reviewed by an 
editor or peers? 

Science journals, 
newspapers 

 
 

1.5 

 
 
 

1.5 

 
 
 

1.5 

         

Author is 
associated with a 
reputable org? 

Google for 
opinions, ask 
others. 

 
 

1.5 

 
 
 

1.5 

 
 
 

1.5 

         

Publisher is 
reputable? 

Google for 
opinions, ask 

 
1.5 

 
 

1.5 

 
 

1.5 

         

Authors and 
sources identified? 

Trustworthy 
sources want to be 
known 

 
 

1 

 
 
 

1 

 
 
 

1.5 

         

You perceive site 
as current? 

Last update?  
1 

 
 

1 

 
 

1 

         

Several other Web 
sites link to this 

Sites only link to 
other sites they 

 
1 

 
 

1 

 
 

0 

         

Recommended by 
a generalist? 

Librarian, 
researcher 

 
1 

 
 

1 

 
 

0 

         

Recommended by 
an independent 
subject guide? 

A travel journal 
may suggest sites 

 
 

1 

 
 
 

1 

 
 
 

0 

         

Domain includes a 
trademark name? 

Trademark owners 
protect their marks 

 
1 

 
 

1 

 
 

0 

         

Site's bias in clear? Bias is OK if not 1 1 1          

Site has 
professional look? 

It should look like 
someone cares 

 
 

1 

 
 
 

1 

 
 
 

1 

         

 
Total 

  
20 

 
20 

 
11 

         

19 Dec 2001: The criteria and weighted values are based on a survey input from 66 analysts. For details see: http://daxrnorman.googlepages.com/analysis. Edited for 
simplicity by Kristan J. Wheaton, OCT 2013 
3 Feb 2012: Excel Spreadsheet which adds auto-sum was produced by Bill Welch, Deputy Director, Center for Intelligence Research Analysis and Training, Mercyhurst 
College. 
26 Jan 2013: Trust Scale and Web Site Evaluation Worksheet is in the PUBLIC DOMAIN. 

 

http://daxrnorman.googlepages.com/analysis
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Annex F – Interview/Communication Notes 
 

Meeting Notes with Ms. Michele Flournoy  
09 February 2024 @ 1300 via teams 

Attendees: LTC Matt Rasmussen, Mr. Tom Jackson, COL Robert Richardson  
LTC Katherine Ogletree, LTC Charles Moss, CDR Robert Liberato 

 
 
Team Ergo Sum Machina met with Ms. Michele Flournoy an American defense policy 
advisor and former government official. She was Deputy Assistant Secretary of Defense for 
Strategy under President Bill Clinton and Under Secretary of Defense for Policy under 
President Barack Obama. Ms. Flournoy seemed like a true expert in her field. This discussion 
lasted approximately 40 minutes and was very productive at identifying current efforts and 
gaps. Below are the questions asked by the team and Ms. Flournoy’s response. 
 

  
How does AIGC affect the intelligence community?  
Deepfakes are very real. Robocall of President Biden telling people not to vote in the primary 
election. Fueling an arms race towards understanding deepfakes to develop tools to identify. 
Adversaries will adopt a different approach. Independent social media sites will have 
different criteria to deny the allowance of videos.  
   
In 2022 Russia released deepfake of Zelensky surrendering. How serious are senior leaders 
taking this and how are they shifting resources?  
Have not seen senior leaders outside the IC combating this.  Has not matured to the point of 
being a major resource expenditure. Technology and tool component as well as training.  
There is an awareness of the problem but not a strategy to prevent it.  

   
Adversaries see deepfakes as below the zone of conflict, do you agree?  
They are more aggressive offensively than the United States. We constrain ourselves more.  

   
What concerns has the IC addressed with you?  
The IC wants to identify fake content quickly to arm policy makers with a response. They 
want to ensure fake content isn't being used in intelligence analysis. They want to prevent the 
spread of fake stories. 

   
Do you have thoughts on the IC taking the lead in this task?  
Their focus will be on things they collect. The frontline will not be the IC, it will be the 
social media platforms who need to defend. One person's repression of deepfakes is another's 
repression of free speech. The IC is more focused on its own collection.  
   
The United States is looking at laws concerning this, what can the DOD do to help?  
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There is value in the DOD building responsible Ai policies. The DOD needs to ensure 
training and education to ensure Servicemembers question sources which seem off. We have 
to enhance our defenses.  
   
Following up to arms race, there is a lag between the AI tool and the detection mechanism. 
Will we be able to get ahead of this?  
The jury is still out. The IC has cells which look at how deepfakes are produced so they can 
speed up detection. The bigger problem is in the commercial sector in social media 
platforms. I don’t know what the commercial sector is doing. Where will people go when the 
easy uploading to social media platforms is taken away? The greatest risk is information 
making it to the wild, social media and media platforms.  It is not a problem the government 
can solve alone.   

   
Can you think of any sources or aspects of this problem we should look at?  
There is a lot of work being done with spoofing. How to fool AI, work is being done my 
MITER, data poisoning, deception. 
   
2-year feedback loop on effectiveness of AI, can you expound?  
The head of AI for a major financial institution used AI to improve forecasting. The more 
feedback put into the model, improves the model. 2 years is not a magic number.  
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Meeting Notes with Dr. Herb Lin 
09 February 2024 @ 1400 via teams 

Attendees: LTC Matt Rasmussen, Mr. Tom Jackson, COL Robert Richardson  
LTC Katherine Ogletree, LTC Charles Moss, CDR Robert Liberato 

 
 
Team Ergo Sum Machina met with Dr. Herb Lin is senior research scholar for cyber policy 
and security at the Center for International Security and Cooperation and Hank J. Holland 
Fellow in Cyber Policy and Security at the Hoover Institution, both at Stanford University.  
His research interests relate broadly to policy-related dimensions of cybersecurity and 
cyberspace, and he is particularly interested in the use of offensive operations in cyberspace 
as instruments of national policy and in the security dimensions of information warfare and 
influence operations on national security. Dr. Herb Lin seemed like a true expert in his field. 
This discussion lasted approximately 40 minutes and was very productive at identifying 
current efforts and gaps. Below are the questions asked by the team and Dr. Herb Lin’s 
response. 
 
 
Opening remarks from Dr. Lin:  
The fundamental issues will not be solved by technology. My writing was about confusion 
within DOD and not a technology issue. One could argument that every military operation 
comes down to information. Forces are creating a condition to make the other side not want 
to fight. It is not a question of new technology changing that. Until the DOD gets it right, 
new technology will not help.   
   
Do you think changes in technology has strategic impacts?  
Of course, but I don’t know exactly what counts as information and what you want to do with 
it. The DOD goes back and forth.  

   
Do you see the DOD as approaching information different from our adversaries?  
You as the DOD have limitations on what you can do in the information realm. This is not 
the case in China. This is part of the Chinese plan to take advantage in the information 
domain. It is ridiculous that the DOD cannot look into social media as information collection. 
China has no constraints on being truthful.  

   
What are your thoughts on the relationship between the DOD and industry  
Social media companies are private sector entities with a profit motive? 
If they do something against US interests, so what? Look at Elon Musk and what he has 
limited with Starlink in Ukraine. This has changed the way Ukrainians have fought. The US 
Reduction Act directs industries to support the US. There is no law making Starlink provide 
internet in Ukraine. China does have these laws. I am not advocating for the US to adopt 
Chinese polices. But, maybe we should have something leaning that way.  
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What do you think the DOD's role is in states using deepfakes to change mindset?  
I wish the DOD could monitor domestic disinformation. I don’t think it will for a variety of 
reasons because it is politically radioactive. The DOD has an interesting role in information 
development. There is no way of enforcing private sector to adopt them though. This is a 
national policy decision. I urge you to think about what the nation can do beyond the DOD 
purview.   

   
Executive order 14111 advocates for action within the US, what is the impact of AIGC 
affecting trust of the government?  
Provocative statement follows, which I don’t believe, The impact of AI will not be that great. 
Why not? The debate is so bad and polarized that even if you multiply its affects, it cant get 
worse. I don’t believe that, I think AI will make it worse. You know people are worried about 
deepfake videos but remember how many people were circulating the slowed video of 
Pelosi? That wasn’t even a deepfake, but it had polarizing impact.   

   
Will deepfakes change decision making?  
It might but so will anything else. Liar's dividend; when there are tools available to make 
deepfakes, any bad information can be called a deepfake. This could negate entire an entire 
class of evidence. Trump is already claiming videos of him are deepfakes.  

   
Are there any other areas I which we should look?  
Look at China's 3 areas of warfare. They have principles of conflict below the level of war. 
They address  manipulation of legal, information and a third. It is the way they think about 
non-kinetic warfare. The DOD doesn’t understand information because it is focused on 
blowing things up. China's patron saint, Sun Tzu, how to win without fighting.  
   
Are you advocating on the education side of using information in new ways?  
Yes. The DOD's phasing assumes a world of peace. China's view is continuous struggle. 
There is no relaxation.   
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Meeting Notes with Mr. Edmon Begoli 

29 February 2024 @ 1300 via teams 
Attendees: LTC Matt Rasmussen, Mr. Tom Jackson, COL Robert Richardson  

LTC Katherine Ogletree, LTC Charles Moss, CDR Robert Liberato 
 
 

Team Ergo Sum Machina met with Mr. Edmon Begoli a founding director of Oak Ridge 
National Lab’s (ORNL) Center for AI Security Research, and is a distinguished member of 
the ORNL research staff. Mr. Begoli co-leads ORNL's internal AI research initiative with 
focus on AI safety and security applications.He specializes in the research, design, and 
development of resilient, secure, and scalable machine learning and analytic architectures. 
Additionally, Edmon has been leading national programs focused on AI security, fraud 
prevention. Mr. Begoli seemed like a true expert in his field. This discussion lasted 
approximately 45 minutes and was very productive at identifying current efforts and gaps. 
Below are the questions asked by the team and Mr. Begoli’s response. 

   
Opening comments from Mr. Begoli:  
Research is based on concerns of adversarial capabilities. Observations reveal a lack of 
advantage over our adversaries. Nation-states are racing with US to have the same computing 
resources. US has the most advanced chips but the gap is closing. China is major rival. 
Followed by Russia and middle eastern countries. ME countries are investing heavily in AI. 
Big nation-states will use AI in multiple ways. Chinese doctrine uses AI in all warfare 
domains. Second major area of concern - AI tools which are being developed can enable low-
resourced groups to have access to things they wouldn’t otherwise have. CBRNE threats can 
almost be developed by LLM. References Unknown Killer Robots on Netflix. 
Pharmaceutical AI can be reversed to create deadly drugs instead of healing by a simple 
change in coding. On misinformation - low hanging fruit, but can be deadly in some cases.   
   
Do you have detection software and where do you see that developing?  
Screen Share on AAI in Biometrics. Morphing Attacks and Evasion Attacks. Applies facial 
characteristics to another's face. Not detectable to humans. LLM can be told to be 
misinformation bots. Small changes can confuse AI and make it misclassify objects.  
   
   
What did you mean by misinformation being low hanging fruit?  
It is easy. It takes nothing to make it happen. AI can be trained to generate information for a 
variety of reasons. Referenced a deepfake of President Zalensky telling soldiers to 
surrender.   
   
What are your thoughts on AI training AI?  
It is a vulnerability and an opportunity. Tesla uses AI to improve automatic driving. Data 
poisoning is an AI problem. It makes it hallucinate. Algorithms need to be protected to 
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ensure they are not corrupted or manipulated. Could be manipulated to not recognize a threat 
and give warning.  
   
Do you have commercial partnerships?  
Companies are starting to approach us for partnership. Companies are competing for bigger 
models, not safer models. Companies are interested in red team efforts to find gaps in 
security.  
   
Have national labs put policies in place to detect AI?  
In the most important areas, yes. The federal government is paying more attention to it.   
   
What are the emerging AI trends?  
I cannot answer because Large Language Models LLM are overhyped. Many people give 
more credit to LLM than they are due. LLM is not mature enough to replace command and 
control. An important development is reinforcement learning. This teaches LLM to be more 
correct. Chain of Reasoning/thought is more of a command-and-control AI. 1.  LLM develop 
further. 2. Building more effective commercial AI. 3. AI in labs are not LLM and we do not 
know where they are going. Human like reasoning is a goal. Another goal, AI which has 
physical capabilities.  
   
What AI impacts human cognition most?  
Confusion and deception today. More complicated is a dependence on AI. Not enough 
people know how these work. It could make us dumber by inhibiting learning.   
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Annex G – Acronyms/Glossary 
 
Artificial Intelligence (AI): a broad and multifaceted field that encompasses the study, 
development, and application of systems, algorithms, and technologies capable of exhibiting 
intelligent behavior. At its core, AI aims to create machines and software that can perform 
tasks that typically require human intelligence 

Adversarial Artificial Intelligence (AAI): the study and development of AI systems that are 
designed to deceive, manipulate or compromise other AI systems or machine learning 
models. 

Artificial Intelligence-Generated Content (AIGC): The use of AI systems and 
technologies to create various forms of content, such as: 

Text Generation: AI language models can be used to generate human-like text, 
including articles, stories, poems, scripts, and even code. 

Image Generation: AI-powered image generation models, such as Generative 
Adversarial Networks (GANs) and Diffusion Models, can create realistic and novel 
images from textual descriptions or other input. 

Audio and Music Generation: AI systems can be trained to generate audio, music, and 
even synthetic voices by learning from existing datasets. 

Audio and Music Generation: AI systems can be trained to generate audio, music, and even 
synthetic voices by learning from existing datasets. 

Cyber Infrastructure: The integrated system of software, hardware, and human expertise 
that enables advanced data-intensive scientific research and discovery. SCADA systems are a 
component of cyberinfrastructure. 

Epistemic Agency: An individual's capacity to actively and consciously engage in the 
process of knowledge acquisition, evaluation, and application. The ability to ascertain or 
attribute truth.  

Image Generation: AI-powered image generation models, such as Generative Adversarial 
Networks (GANs) and Diffusion Models, can create realistic and novel images from textual 
descriptions or other input. 

Large Language Model (LLM): A type of artificial intelligence (AI) system that is trained 
on a vast amount of text data to develop a deep understanding of language and the ability to 
generate human-like text. 
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Psycho-Cognitive Domain (PCD): The interconnected aspects of human psychology and 
cognition that influence an individual's thoughts, emotions, behaviors, and overall mental 
processes. The effects on the psycho-cognitive domain as those things that would influence 
the will of a service member not to do a needed action or the will of the American people not 
to support the war fight. 

Supervisory Control and Data Acquisition (SCADA): A system that is used to monitor 
and control industrial processes and infrastructure in real-time. SCADA systems are widely 
used in industries such as manufacturing, energy, transportation, water and wastewater 
management, and other critical infrastructure sectors. They play a crucial role in improving 
operational efficiency, safety, and reliability by providing real-time visibility and control 
over complex industrial processes. 

Synthetic Data: Artificially generated data that is designed to replicate the statistical 
properties and characteristics of real-world data, without directly using or replicating the 
original data sources. Data produced by existing AI models to generate the massive volume 
of high-quality, unbiased, cheap data needed for training other AI models. 

Text Generation: AI language models can be used to generate human-like text, including 
articles, stories, poems, scripts, and even code. 
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Annex H – Team Ergo Sum Machina Briefing Presentation 
 
 
 

 
 
 
 

 

USAWC Futures Seminar
COL "Marc" Richardson
Mr. Tom Jackson
LTC Charlie Moss
LTC Kate Ogletree
CDR Rob Liberato

ICOD: March 2024

WEAPONIZING
ARTIFICIAL
INTELLIGENCE GENERATED
CONTENT

COL "Marc" Richardson Mr. Tom Jackson LTC Charlie Moss LTC Kate Ogletree CDR Rob Liberato

TEAM INTRODUCTION
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VERY LIKELY
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ANALYTICAL CONFIDENCE

Our overall estimate
is MODERATE

ERGO SUM MACHINA
TERMS OF REFERENCE

• How might adversaries use emerging AIGC
tools, techniques, and processes for
deception and manipulation of the psycho -
cognitive domain through 2033?

• What are the likely effects and
implications for the use of emerging AIGC
tools, techniques, and processes?

• What new detection, attribution, and
countermeasure processes will need to be
developed to counter the threat of AIGC?
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ERGO SUM MACHINA ANSWER
By 2033, adversaries will
almost certainly use Psycho-
Cognitive Domain (PCD) and
Machine-Level Vectors to
target and exploit persistent
vulnerabilities in epistemic
agency, synthetic data, and
cyberinfrastructure. The dis-
integrated application
measures Policy, Technology,
and Educationwill very likely
result in the uneven application
of countermeasures against
the PCD and Machine-Level
Vectors.

ALMOST CERTAIN
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KEY FINDING ONE
Weaponization of AIGC

AIGC EFFECTS VECTORS

MACHINE
LEVEL
VECTOR

PCD VECTOR

ALMOST CERTAIN
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AIGC EFFECTS VECTORS

MACHINE
LEVEL
VECTOR

PCD VECTOR

ALMOST CERTAIN

PERSISTENT VULNERABILITIES

SYNTHETIC DATA

EPISTEMIC AGENCY

CYBER
INFRASTRUCTURE
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ADVERSARIES & CAPABILITIES

Powered by DALL-E 3

RUSSIA EMPLOYS PCD VECTORS

APT 28
(Fancy Bear)

Crowd Strike

Ember Bear
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RUSSIA EMPLOYS PCD VECTORS

APT 28
(Fancy Bear)

Crowd Strike

Ember Bear

Automated
Propaganda

Phishing

AI Chatbot

Mis / Disinformation

Cyber Crime

RUSSIA EMPLOYS PCD VECTORS

RUS

FSB
MSU

NAIC
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RUSSIA EMPLOYS PCD VECTORS

NAIC

RUS

MSU

FSB

Cyber Crime Mis /
Disinformation

Automated
Propaganda

RUSSIA EMPLOYS PCD VECTORS

NAIC

RUS

MSU

FSB

Malware

AI Chatbots
Mis /

Disinformation

Automated
Propaganda

Poison Data
Pools
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RUSSIA EMPLOYS PCD VECTORS

NAIC

RUS

MSU

FSB

Data
Poisoning

Mis /
Disinformation

Automated
Propaganda

Debunking /
Cyber Recovery

RUSSIA EMPLOYS PCD VECTORS

NAIC

RUS

MSU

FSB

Data
Poisoning

Mis /
Disinformation

Automated
Propaganda
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CHINA EMPLOYS MACHINE LEVEL VECTORS

China
vs

USA

CHINA EMPLOYS MACHINE LEVEL VECTORS

Cyber Crime
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CHINA EMPLOYS MACHINE LEVEL VECTORS

Cyberspace
Administration

of China

CHINA EMPLOYS MACHINE LEVEL VECTORS

Cyber Crime

Deep Fake

Synthetic Data
Poisoning

Malware
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CHINA EMPLOYS MACHINE LEVEL VECTORS

CHINA EMPLOYS MACHINE LEVEL VECTORS
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CHINA EMPLOYS MACHINE LEVEL VECTORS

CHINA EMPLOYS MACHINE LEVEL VECTORS

Trigger
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CHINA EMPLOYS MACHINE LEVEL VECTORS

Hijack Data

Data
Corruption

Synthetic Data
Corruption

Malware

Trigger

Chat Bot

Foreign
Intelligence
Service Human Agent

Bot communications with a large group(s)

Though fluency, the bot learns and filters to a smaller group

Bot refines and filters to a core group

Chat Bot

Chat Bot

FOREIGN INTELLIGENCE



Weaponizing Artificial Intelligence Generated Content 

143 

 

 

 
 
 

 
 
 
 

 
 

FUTURE OF FOREIGN INTELLIGENCE

KEY FINDING TWO
Mitigation/Management Measures
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MITIGATION AND MANAGEMENT

POLICY

TECHNOLOGY

EDUCATION

Cyber Infrastructure

Epistemic Agency

Synthetic Data

VERY LIKELY

MITIGATING AND MANAGING AIGC VECTORS

POLICY

TECHNOLOGY

EDUCATION

CYBER CRIME
VERY LIKELY
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HUMINT FRAMEWORK

HUMINT Technology Systems HUMINT Policy and DoDI

Professional HUMINT Education and
Collection Management

ALMOST CERTAIN

POLICY

VERY LIKELY
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GLOBAL

Source: Carnegie Endowment for International Peace
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DOMESTIC

In 2023 AI Bill Submission Increased 441%
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ASSESSMENT OF DOD AI RELATED STRATEGIES
AND PLANS

Source: ZDNet

WORLD RANKINGS OF AI TECH



Weaponizing Artificial Intelligence Generated Content 

149 

 

 

 
 
 

 
 
 
 

 
 

TECHNOLOGY

TECHNOLOGY MITIGATION

VERY LIKELY

DETECTION

Source: DuckDuckGoose
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Source: The New York Times

META

MICROSOFT DETECTION
SOURCE: MICROSOFT
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Source: Intel

AI DETECTION OF AUDIO FROM HALE VIDEO
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Source: TruePic

TAGGING



Weaponizing Artificial Intelligence Generated Content 

153 

 

 

 
 
 

 
 
 
 

 
 

Source: Washington Post

WATERMARK

SYNTHETIC DATA

1.Added during data
collection

2. Added during
model retraining

3. Added when
inserting generative
content
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SYNTHETIC DATA

ALMOST CERTAIN

Source: Associated
Press
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FAKE NEWS SITE

Miami Chronicle

Source: The New York Times



Weaponizing Artificial Intelligence Generated Content 

156 

 

 

 
 
 

 
 
 
 

 
 

Source: X (Twitter)Olga Skabeeva, Russian
TV presenter
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EDUCATION MITIGATION

EDUCATION

VERY LIKELY
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Source: University of Cambridge, Professor Sander Van der Linden

Pre-bunking Digital Training
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Source: Online Identity - An Essential Guide
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Education

TechnologyPolicy

Education

TechnologyPolicy

VERY LIKELY
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Source: Microsoft

Identified Cyber Actors That Used AI Large Language Models

KEY FINDING THREE
Persistent Vulnerabilities
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PERSISTENT VULNERABILITIES
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Source: Dall-E

ALMOST CERTAIN
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CYBER INFRASTRUCTURE

User Clicks on AIGC Deepfake video, initiating download of
AI-generated code

CYBER
INFRASTRUCTURE

SYNTHETIC DATA

EPISTEMIC
AGENCY
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SYNTHETIC DATA

Poisoned
Data

AI Model Being
Trained

ALMOST CERTAIN

Hugging Face

Adversarial AI Server

SYNTHETIC DATA

Hugging Face

Poisoned
Data

Adversarial AI Server AI Model Being
Trained
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Hugging Face

Poisoned
Data

Adversarial AI Server AI Model Being
Trained

Source: Technology Innovation

U.S. Air Force Conducts
World’s First Ever Human VS
AI Dogfight
Source Defense News

AREAS FOR FUTURE
RESEARCH
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AREAS FOR FUTURE RESEARCH

UNLIKELY
SECURED
BY 2028

Data Supply Chain Security

AREAS FOR FUTURE RESEARCH

Nations

Illustration: James Marshal, Source: Wired

Non-Aligned
ALMOST CERTAIN
to USE AIGC by 2028
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AREAS FOR FUTURE RESEARCH
Quantitative Educational Material

Source: RAND,Nature.com

VERY LIKELY to
REVEAL VULNERABLE
POPULATIONS

Source: Washington Post

DISCUSSION
&

QUESTIONS
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