
 
 

 

MPE 2037: 
Decentralized Autonomous 
Organizations And Trust 
Enabling Technologies 
 
 

 

 

 

 

 

 

 

 
  
 
 

USAWC Futures Seminar 
COL Troy Alexander 
COL Greg Pavlichko 
COL Anthony Pollio 

LTC Patrick Hofmann 
LTC Nicky Shadley 

 
Under the direction of Professor Kris Wheaton 

 



 
 

  
 

 
 
 
 
 

The views expressed herein are those of the author(s) and do not necessarily reflect the 
official policy or position of the Department of the Army, Department of Defense, or the 

U.S. Government. The U.S. Army War College is accredited by the Commission on 
Higher Education of the Middle States Association of Colleges and Schools, an 

institutional accrediting agency recognized by the U.S. Secretary of Education and the 
Council for Higher Education Accreditation. 



i 
 

About This Document 
 

The United States Army War College (USAWC) 
student team Trust and Information Eco-System 
(TIES) prepared this document as a group Integrated 
Research Project, which contributed to team members 
earning a Master of Strategic Studies degree from the 
USAWC. The research, analysis, and production of 
this product occurred over 29 weeks from October 
2021 – May 2022 as part of the in-residence USAWC 
Senior Service College program. The team consisted 

of three U.S. Army Colonels (O-6) and two U.S. Army Lieutenant Colonels (O-5). The 
team members were LTC Nicky Shadley, LTC Patrick Hofmann, COL Troy Alexander, 
COL Greg Pavlichko, and COL Anthony Pollio. The team conducted the research under 
the direction of Professor Kris Wheaton, Professor of Strategic Futures, Center for 
Strategic Leadership, USAWC. 
 
Requirement 
This report answers the questions posed by LTG Laura A. Potter Deputy Chief of Staff 
G2, Headquarters, Department of the Army (see Annex A). Team TIES collected and 
analyzed open-source, unclassified, information to produced estimates relevant to LTG 
Potter’s questions: 
 
What technical and process advancements over the next 15 years are likely to enable 
dynamic information sharing and decision making within a Mission Partner Environment 
(MPE) despite asymmetries of trust? 
 

● What data formatting, data routing, and trust relationships are required for the 
future MPE?  
● What technology and or process improvements will facilitate multilateral 
sharing of information in near real-time? 
● How is mission partner information protected from indiscreet sharing amongst 
partners and allies? 
● How does this capability utilize future developments in artificial intelligence to 
solve above stated problems?  
● What policy changes are required to enable the future MPE? 
 

Analytic Confidence 
This overall estimate is made with moderate analytic confidence. The questions asked  
were complex, while the timeline was relatively short, due to competing academic  
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requirements of the USAWC core curriculum. Source reliability and corroboration were  
predominantly moderate to high. However, the analysts were not subject matter experts  
and worked both individually and collaboratively to research and answer the questions. 
Theoretical predictions varied, and research sometimes conflicted, specifically with time-
based predictions on technical reliability or wide-scale adoption. Furthermore, given the 
lengthy time frame of the estimate, this report is sensitive to change due to new 
information. 
 
Terms of Analytic Probability 
Team members used Intelligence Community Directive 203 (see Annex E) to define their 
terms of analytic probability. Using this scale, team members provided an estimate for 
each analytic report in this document to forecast the probability that a particular claim 
would occur. 
 
Source Reliability 
Team members noted source reliability as Low (L), Moderate (M), or High (H) for each 
citation in the report. Each citation is hyperlinked to its source on the internet. Team 
members determined source reliability using the Trust Scale and Web Site Evaluation 
Worksheet (see Annex D). 
 
The Team produced this report in both PDF and hard copy formats. Readers are 
encouraged to use the PDF version, as it provides links to the original source material. 
Additionally, the team is scheduled to provide a PowerPoint presentation on key findings 
to LTG Potter and members of her staff on May 9, 2022 (see Annex G). 
 
Report Organization 
The Team’s key findings are outlined in the next section (see Key Findings). The main 
body of the report is organized into five sections. Sections one through four contain the 
individual analytic reports that support the essential attributes of the forecasted 2037 
MPE. The four essential attributes are Decentralization (see Section 1), Culturally-
Sensitive Mixed Reality (see Section 2), Augmented Intelligence (see Section 3), and 
Three Factor Trust (see Section 4). Section five contains each team members integrated 
analytic report. The integrated reports synthesize information from multiple individual 
analytic reports. 
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Key Findings 
 
Research Question 
What technical and process advancements over the next 15 years are likely to enable 
dynamic information sharing and decision making within a Mission Partner Environment 
(MPE) despite asymmetries of trust?  

• What data formatting, data routing, and trust relationships are required for the 
future MPE?   

• What technology and or process improvements will facilitate multilateral sharing 
of information in near real-time?  

• How is mission partner information protected from indiscreet sharing amongst 
partners and allies?  

• How does this capability utilize future developments in artificial intelligence to 
solve above stated problems?   

• What policy changes are required to enable the future MPE?  
 
Decentralized Autonomous Organizations enhanced by four trust-enabling technologies 
and four essential attributes are likely to enable the technical and process advancements 
over the next 15 years to enable dynamic information sharing and decision making within 
an MPE despite asymmetries of trust.  
 
DAOs are enabled by four trust-enabling technologies:  

1. Fully Homomorphic Encryption  
2. Differential Privacy  
3. Machine Common Sense  
4. Device to Device Mesh Networks  

 
MPE 2037’s essential attributes are: 

1. Decentralization  
2. Culturally Sensitive Mixed Reality  
3. Augmented Intelligence 

4. Three Factor Trust 
 
MPE 2037 will likely emerge at the intersection of four essential attributes each 
supported by at least one key technology and multiple related technologies.  
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Decentralization 

According to over 100 sources, including peer-reviewed academic journals as well as 
business and industry experts, three emerging technologies, including decentralized 
autonomous organizations, fully homomorphic encryption, and device to device 
networks, will likely not only make decentralization possible, but will become the way 
business and industry operate in the future.  
 

Decentralized Autonomous Organizations (DAOs) 
Even though the concept of Decentralized Autonomous Organizations is new, 
implementation at scale across multiple sectors and government is highly likely by 
2037.  DAOs are a group of entities that join under a blockchain infrastructure to enforce 
a set of shared rules to achieve a common goal. Adoption of the DAO methodology will 
enhance survivability and increase the speed and efficiency of decision making. Private 
industry, across dozens of sectors, is working to make DAOs viable as a business model.  
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Vitalik Buterin, a co-founder of the cryptocurrency Ethereum, states DAOs are 
the choice for the crypto industry because they provide simplified and secure 
transactions through the blockchain, and reduction in bureaucracy due to the use 
of smart contracts. DAOs also meet the crypto requirement to perform efficient 
and fast decentralized and secure transactions.   
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In addition, Dr. Weidong Shi, Associate Professor of Computer Science at 
University of Houston has constructed a DAO model for e-governance 
applications in government contracting. According to Dr. Shi DAOs could 
provide transparency, accountability, immutability, and, more importantly, better 
resource management.  
 

DAOs are composed of three key components: blockchain, smart contracts, and oracles. 
The blockchain acts as the ledger that records all transactions within a DAO. A smart 
contract is the executable component of a DAO. Once specific conditions are satisfied, 
the smart contract executes the appropriate action.   
 

 
 

The blockchain records the actions executed by smart contracts so that all members (or at 
least members with contracted access) can view the results. Oracles are the entry point 
into and out of the DAO to the World Wide Web. Oracles allow external data inputs into 
the DAO and allow smart contracts to access existing data sources, legacy systems, and 
advanced computations.   
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According to Dr. Samer Hassan, associate professor at Harvard University’s 
Berkman Klein Center for Internet and Society, blockchain technology 
capabilities extend beyond cryptocurrencies and other financial applications. 
Blockchain enables existing applications to acquire new features, and new 
distributed applications to emerge.  
  
Dr. Hassan also states that in the future, DAOs could be able to autonomously 
hire people, provide services, gain money for their own aims, own smart property, 
coordinate with other autonomous software, or facilitate cooperation. 
  

Fully Homomorphic Encryption (FHE) 
Even though Fully Homomorphic Encryption is, at this time, a slow cryptographic 
technique that requires significant processing power, it is highly likely that it will achieve 
sufficient computational efficiency to operate at scale in the next 15 years. These 
advances make it likely that FHE will be a component of a secure DAO.  FHE is likely to 
enhance current security protocols and increase trust among members of a DAO. 
 
FHE enables an end-user to run calculations on encrypted data stored in the cloud without 
requiring the end-user ever to have unencrypted access to encrypted data sets. This 
cryptographic technique has widespread implications for many industries requiring data 
privacy and security.  
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Dr. Craig Gentry, the inventor of the FHE protocol, and other academic 
institutions are iteratively developing more efficient FHE algorithms and 
techniques. From the first to the 4th generation of FHE, processing time has 
decreased exponentially. Continued efforts indicate that FHE will mature over 
time and is highly likely to be scalable by 2037. 
 

 
 
Microsoft hosted a FHE Standardization Conference in 2020 where dozens of 
experts from around the world, representing government, industry, and academia 
worked to standardize FHE protocols and libraries. These experts participated in 
this conference because they all understand that FHE protocol must be 
standardized for wide implementation.   

   
Likewise, in 2020 DARPA spent $14M dollars to research and develop hardware 
with the required parameters to scale FHE.   

 
Device to Device Solutions (D2D) 
Despite resource and infrastructure limitations, Device-to-device (D2D) solutions, where 
any device can act as a relay to offload data and improve data transmission rates, are 
highly likely to contribute to the decentralization attribute of MPE 2037. D2D is device 
owner agnostic, in that military equipment is not required to achieve the desired 
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capability. D2D will likely extend network capabilities to the tactical edge in remote 
locations.  
  

 

  
Manos Tentzeris, project lead from Georgia Tech, has produced a small form 
factor, 5x5 cm, flexible prototype relay that can be attached to any object. This 
device is scalable and can increase, decrease, and direct bandwidth signals. The 
next phase in their research is testing the approach outside the lab on large, real-
world structures. They are projected to present their findings at the upcoming 
International Microwave Symposium.  

  
D2D differs from the DOD’s concept of cyber-foraging, and Amazon and Xfinity’s 
similar commercial applications in that it will work through all commercially connected 
mobile, tablet, and smart devices and without purposefully deploying additional nodes to 
extend the line of sight This technology will expand 6G and beyond capabilities to the 
most remote areas.  
 

Other technologies likely contribute to the decentralization attribute are Internet of things, 
network at the edge, edge artificial intelligence, and decentralized self-sovereign identity.  
 
 
 

D2D

LEGEND

D2D Wireless 
Connections

Fixed 
Infrastructure 
Connections 
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Culturally Sensitive Mixed Reality  
Culturally Sensitive Mixed Reality is the convergence of technology that blends physical 
and digital worlds to increase the quality of distributed communication and overcomes 
language and cultural differences.  Burgeoning technologies will likely make cultural 
sensitivity through technology much more common than it is today. Culturally Sensitive 
Natural Language Processing, Hologram technology, and Virtual Companions, are 
technical advancements that will likely enable a culturally sensitive, mixed reality MPE 
by 2037. 
 
Culturally Sensitive Natural Language Processing 
Due to commercially available products that use storytelling and data dashboards to 
communicate data, focused research in the discipline of Deep Learning (DL), and current 
DARPA research, it is likely that NLP will be culturally sensitive enough to share data 
through storytelling in multinational environments by 2037. Culturally sensitive NLP will 
likely reduce miscommunications and increase understanding in a multilingual and 
multicultural environment.  
  
There are two components of culturally sensitive NLP. The translation component and 
the storytelling component. Translation is enabled by the advent of deep neural networks 
and facilitates not only simple language translation but reflects the cultural and linguistic 
nuance of the translation. The storytelling component uses machine learning to cull large 
data sets, discover hidden insight and connections, and then communicate this analysis 
through an AI generated story that is easy to understand.  
  

Companies like ClearStory Data use NLP to produce dynamic dashboards that 
learn and adapt to user inputs to determine the type of information and analysis 
based on the end-user requirements.  News services such as Yahoo Sports and the 
Associated Press use these services to generate AI written and published analyses 
on sports and weather.  
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According to Dr. Mohammad Kamel Daradkeh, an associate professor of 
Business Analytics and Data Science at University of Dubai, there is a positive 
correlation between effective data storytelling and better business performance, 
which is partially mediated by decision-making quality.   

  
Holograms  
Advances in 3D hologram visualization technologies and holographic displays are likely 
to be adopted for use in MPE 2037. 3D Holograms create personal presences to improve 
communication by transporting a speaker’s body language, facial expressions, and non-
verbal cues to a physical location near the other party. It is likely holograms will enable 
MPE members to make more personal connections and deliver more impactful messages.  
 

ARHT Media’s CEO Larry O’Reilly envisions hologram technology disrupting 
the airline and hotel markets for business travelers as large companies and 
organizations opt for  more efficient use of senior leaders’ time while saving 
millions annually on travel expenses.  
 
Recent examples of a strategic leader using holographic technology occurred in 
late 2020 when the Crown Prince of Dubai made a major speech as a hologram 
to those in attendance at the World Government Summit. Another occurred in 
October 2021, when NASA and the European company AEXA Aerospace executed 

Sharing Data Through Story Telling 
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a 3D tele-medicine visit with an astronaut on the International Space Station by 
holoporting a doctor into the ISS.  

  
Currently this technology is not only expensive but requires an array of large 
equipment. However, ARHT has already developed a holographic system 
prototype that can “fit into a couple of duffel bags” while Google’s Starline and 
ARHT seek to make 3D collaboration widely accessible by establishing nodes at 
multiple fixed locations. 

 
Virtual Personal Companions  
As technologies coalesce and virtual personal companion capacities advance, it is likely 
that both private and public sectors will leverage Virtual Personal Companions for 
partner building by 2037. Virtual Personal Companions provide discrete abilities for 
stakeholders to better understand the nuances of an operating environment and a means 
for seamless activation of application support for analysis, triaging priorities, and 
problem-solving. Virtual Personal Companions are programs that understand natural 
language voice commands, the user environment, and complete tasks for the user.  
 

According to the IEEE, the International Congress on Electronics, Electrical 
Engineering and Computing, has been exploring the standardization of 
supporting technologies such as Virtual Personal Companions since as early as 
2017 to help socially disabled people to enhance interactions.   
 
Universities such as Beijing University, The Politecnica Salesiana University in 
Ecuador, and the University of Central Florida (UCF), are researching the use of 
virtual personal companions to augment relationship building with autistic 
children and others that have social disorders.  

 
Other technologies likely contribute to the culturally sensitive mixed reality attribute are 
augmented reality collaboration, convergence of the digital and physical world, and 
ambient clinical intelligence.  
 
Augmented Intelligence 
Augmented intelligence focuses on human-machine interfaces designed to enhance 
human intelligence rather than to operate independently or replace it. New and emergent 
technologies such Machine Common Sense and Differential Privacy likely make 
augmented intelligence viable for use in MPE 2037.  
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Machine Common Sense 
We intuitively know the answer to the question in the below graphic. Although poorly 
worded, the human brain quickly discerns the correct answer. Conversely, AI struggles 
with such questions. While the likelihood of true machine consciousness in the next 15 
years is remote, current research efforts in academia and business make it likely that 
Machine Common Sense (MCS) will be realized by 2037 and become a component of 
MPE 2037. Machine Common Sense is likely to enable networks to learn from unique 
situations, apply a decision-making model, and communicate with human end users.  
 

 
 According to Mr. David Gunning, a researcher from DARPAs Innovation 
Information Office, the pursuit of MCS will impact all aspects of AI including 
sensemaking, reasonableness, human machine collaboration and the transfer of 
learning. DARPA committed $2B to their Machine Common Sense Program in 
2018.  

 
IBM, in collaboration with MIT and Harvard, are researching ways to accelerate 
the development of AI that exhibits common sense. At the 2021 International 
Conference on Machine Learning, IBM presented a benchmark to test common 
sense in AI. The benchmark called, AGENT (Action, Goal, Efficiency, coNstraint, 
uTility), is structured around four key concepts of core intuitive psychology: goal 
preferences, action efficiency, unobserved constraints, and cost-reward trade-
offs. 

 
Differential Privacy  
It is highly likely Digital Privacy will become an overarching approach to protect 
personal data in the next 15 years due to its expanding use by governments and 
companies to address legal privacy concerns. Unlike most privacy-preserving tech, 
differential privacy doesn’t rely on encryption. Instead, “noise” is added to data in a very 
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prescribed, mathematically rigorous way that preserves the properties of the overall data 
while hiding individual identities. 
 

According to the January 2020 U.S. Census Bureau Status Report, the Bureau is 
using differential privacy as the method for the 2020 census disclosure control in 
public use data products. This represents a radical departure from current 
practice, where its statistics define the drawing of legislative districts, determine 
the distribution of federal funds for more than a hundred government programs, 
and are extensively analyzed by social scientists. 

  
According to collective research by Harvard University’s Data Science Initiative, 
differential privacy has significant application for secure private to public data-
sharing.  The European Union, United Kingdom, and Australia have adopted or 
are considering the adoption of differential privacy.  

 
According to Mary Theofanos of the National Institute of Standards and 
Technology's Material Measurement Laboratory, the NIST is seeking to set 
metrics and measurements of the best algorithms to address concerns that 
differential privacy may hide some trends or that some of the techniques used 
could change the data in some way such that it's not reflective of the actual 
dataset.   
 

 
Other technologies likely contribute to the augmented intelligence attribute are quantum 
computing, analog computing, and automatic machine learning. 
 
Three Factor Trust 
It is highly likely that the intersection of three factors will create an organizational culture 
capable of overcoming distrust in new AI. While the literature identifies numerous 
factors, three are most applicable for building an organizational culture of trust: 

• Explainability  
• Reliability 
• Accountability 
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For background on the challenge of distrust in new AI, academic literature and survey 
data indicate high levels of initial distrust in new AI within commercial companies, 
especially distrust in new AI decision making technologies. 
 

A 2021 ESI ThoughtLab survey of over 1,000 senior executives indicated that 
80% of American companies were struggling with low levels of trust in AI and 
this distrust limited their ability to adopt new technologies.  
 
A Harvard study showed that trust and familiarity with AI are directly linked – 
determined that the most AI-savvy companies with more familiarity using AI had 
higher confidence in the technologies and were able to more rapidly adopt new AI 
tech.  
 

While the literature does not have a consensus on definitions for explainability, 
reliability, and accountability, and there is some overlap between these terms, a few 
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charts from The Stanford Institute for Human-Centered Artificial Intelligence’s annual AI 
Index help us visualize the challenges these factors address. Here, the AI Index identifies 
the risks organizations considered most relevant in 2021, showing explainability as well 
as concepts inherent in reliability and accountability in the top ten risk.  
 

 
The first factor of the trust model, Explainability, is a concept that attempts to add 
transparency to the AI decision-making process. Explainability seeks to overcome 
distrust in AI resulting from the opaque nature of AI decision making. This is commonly 
referred to as the black box problem in AI.  
 

A December 2021 peer-reviewed article in the Nature Human Behavior Journal 
shows that, despite the knowledge that AI has proven to outperforming human 
doctors in clinical diagnoses, patients prefer less reliable human 
recommendations when they cannot understand how AI algorithms generated 
their medical recommendations.  

 
Reliability refers to AI models that deliver consistent recommendations and avoid 
skewed recommendations resulting from data biases. The chart here from the AI Index 
illustrates an enduring challenge with culturally-sensitive AI, demonstrating lower 
reliability for black speakers originating from skewed training data.  
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Brianna Lifshitz from Georgetown argues reliability depends primarily on 
removing bias from AI algorithms and data sets and recommends additional 
diversity among developers as a solution. Related research from Cambridge 
University examines the socio-cultural causes of racial, gender, origin, political, 
social, and ideological biases unknowingly inputted by human developers based 
on individual and group backgrounds.  

 
Reliability concerns over AI bias are likely to be intensified when creating AI for use in 
multicultural and multilingual environments like an MPE 2037 coalition. 
 
Lastly, Accountability integrates moral, legal, and societal values with technological 
developments during the design process as well as during the training of algorithms. 
Accountability includes the requirement to justify AI decisions to partners, users and 
others with whom the AI system interacts. Given that ethics are dependent on the socio-
cultural contexts and informed by the values held by programmers, AI accountability in a 
multinational and multicultural environment, again like MPE 2037, will likely be an 
increasingly important trust factor.  
 

Accountability also played a role in the previous medical distrust example, as 
patients were further distrustful of AI medical decisions when patients believed 
the AI system was less accountable than a human doctor for errors. 
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Researchers at UC Berkley and at the University of Pennsylvania separately 
demonstrated the ability to improve user trust by giving people control over 
algorithms. When users were given the freedom to slightly modify an algorithm, 
they felt more satisfied with it, were more likely to believe it was superior, and 
more likely to use in in the future. 

 
Other technologies likely contribute to the three-factor trust attribute are cancelable 
biometrics, zero trust environments, and confidential computing.  
 
Conclusion 
Decentralized Autonomous Organizations enhanced by four trust-enabling technologies 
and four essential attributes are likely to enable the technical and process advancements 
over the next 15 years to enable dynamic information sharing and decision making within 
an MPE despite asymmetries of trust. To achieve the MPE 2037, it is likely that research 
efforts will be focused on fully homomorphic encryption, differential privacy, machine 
common sense and device to device mesh networks. It is also likely that these trust 
enabling technologies along with the other technologies discussed in this report will 
enable the essential attributes of MPE 2037.  
 
All these technologies are likely to mature by 2037. However, it is likely that unless the 
U.S. Army creates an organizational culture capable of overcoming distrust in new AI, 
the Army will not adopt capabilities centered on novel AI applications. If the 
organizational culture does not change in respect to AI and new technology adoption, 
operationalization of MPE 2037 is unlikely.  
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Decentralized Autonomous Organizations Highly Likely An 
Emerging Paradigm; Executed At Scale Across Multiple 
Industries By 2037 
 
Executive Summary 
Even though the concept of Distributed Autonomous Organizations (DAO) is very 
nascent, it is highly likely (71-85%) that the DAO model will be implemented at scale 
across multiple industrial sectors, to include government, by 2037. At its core, a DAO is 
a group of entities with common goals that join under a blockchain infrastructure that 
enforces a set of shared rules to achieve a shared goal. Private industry, primarily in the 
startup and cryptocurrency space, is working to make DAOs viable as a business model. 
The DAO paradigm has vast potential for almost every type of industry, including 
making government transactions more decentralized, efficient, and secure. 
 
Discussion 
DAOs are novel socio-technical systems that set a new way for online coordination and 
decision-making. H As shown in Figure 1, DAOs operate with a very different structure 
than traditional organizations. M Distributed Autonomous Organizations mediate 
interactions of members (human or machine) through blockchain applications. H The 
blockchain applications control interactions via a set of rules embedded in the source 

code. H Blockchain is a distributed ledger, a distributed append-only database with a 
synchronization mechanism. H Although most DAOs host blockchain projects or some 

Figure 1. Traditional vs. DAO Organizations. Click on figure or go to https://towardsdatascience.com/why-
building-an-ai-decentralized-autonomous-organization-ai-dao-85d018700e1a 

https://www.researchgate.net/profile/Samer-Hassan-3/publication/346223158_An_overview_of_decentralized_autonomous_organizations_on_the_blockchain/links/601a8598299bf1cc269d4027/An-overview-of-decentralized-autonomous-organizations-on-the-blockchain.pdf
https://towardsdatascience.com/why-building-an-ai-decentralized-autonomous-organization-ai-dao-85d018700e1a
https://www.researchgate.net/profile/Samer-Hassan-3/publication/346223158_An_overview_of_decentralized_autonomous_organizations_on_the_blockchain/links/601a8598299bf1cc269d4027/An-overview-of-decentralized-autonomous-organizations-on-the-blockchain.pdf
https://www.researchgate.net/profile/Samer-Hassan-3/publication/346223158_An_overview_of_decentralized_autonomous_organizations_on_the_blockchain/links/601a8598299bf1cc269d4027/An-overview-of-decentralized-autonomous-organizations-on-the-blockchain.pdf
https://www.researchgate.net/profile/Samer-Hassan-3/publication/346223158_An_overview_of_decentralized_autonomous_organizations_on_the_blockchain/links/601a8598299bf1cc269d4027/An-overview-of-decentralized-autonomous-organizations-on-the-blockchain.pdf
https://towardsdatascience.com/why-building-an-ai-decentralized-autonomous-organization-ai-dao-85d018700e1a
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sort of blockchain-based businesses, DAO as a service platform has reduced entry 
barriers for non-technical users and non-blockchain-related organizations. H   
 
Started by a group of programmers in 2016, the first DAO of consequence was aptly 
named The DAO. At the time, it was the most successful investment crowdfunding effort, 
representing the cryptocurrency Ethereum. The DAO was essentially a hedge fund where 
contributors could directly vote on proposed projects. H However, due to a coding error, 
an attacker robbed a large portion of The DAO funds. H Despite this setback and risk, 
private industry has persisted in the effort to create decentralized organizations that 
operate in the blockchain. H  
 
Contrary to popular belief, blockchain governance is often not autonomous, self-
governed, or technologically enforced. H Governance represents the framework for 
decision rights, incentives, and accountabilities to encourage desirable behavior. H 

However, the networked nature of blockchain and DAOs makes governance difficult. H 
Regarding blockchain "on-chain" governance, an agreement is often best reached off-
line." H Blockchain is beginning to blur the distinction between application and 
infrastructure. More research is required to develop effective governance structures H 
These issues signify that new governance models and mechanisms are likely (56-70%) 
required for effective adoption and implementation across industries. However, there is 
limited insight into the governance challenges that these models should address. H  
 

https://www.researchgate.net/profile/Samer-Hassan-3/publication/346223158_An_overview_of_decentralized_autonomous_organizations_on_the_blockchain/links/601a8598299bf1cc269d4027/An-overview-of-decentralized-autonomous-organizations-on-the-blockchain.pdf
https://www.researchgate.net/profile/Samer-Hassan-3/publication/346223158_An_overview_of_decentralized_autonomous_organizations_on_the_blockchain/links/601a8598299bf1cc269d4027/An-overview-of-decentralized-autonomous-organizations-on-the-blockchain.pdf
https://www.researchgate.net/profile/Samer-Hassan-3/publication/346223158_An_overview_of_decentralized_autonomous_organizations_on_the_blockchain/links/601a8598299bf1cc269d4027/An-overview-of-decentralized-autonomous-organizations-on-the-blockchain.pdf
https://www.researchgate.net/profile/Samer-Hassan-3/publication/346223158_An_overview_of_decentralized_autonomous_organizations_on_the_blockchain/links/601a8598299bf1cc269d4027/An-overview-of-decentralized-autonomous-organizations-on-the-blockchain.pdf
https://www.researchgate.net/profile/Zenlin-Kwee/publication/337239592_Governance_challenges_of_blockchain_and_decentralized_autonomous_organizations/links/6040cec64585154e8c758d50/Governance-challenges-of-blockchain-and-decentralized-autonomous-organizations.pdf
https://www.researchgate.net/profile/Zenlin-Kwee/publication/337239592_Governance_challenges_of_blockchain_and_decentralized_autonomous_organizations/links/6040cec64585154e8c758d50/Governance-challenges-of-blockchain-and-decentralized-autonomous-organizations.pdf
https://www.researchgate.net/profile/Zenlin-Kwee/publication/337239592_Governance_challenges_of_blockchain_and_decentralized_autonomous_organizations/links/6040cec64585154e8c758d50/Governance-challenges-of-blockchain-and-decentralized-autonomous-organizations.pdf
https://www.researchgate.net/profile/Zenlin-Kwee/publication/337239592_Governance_challenges_of_blockchain_and_decentralized_autonomous_organizations/links/6040cec64585154e8c758d50/Governance-challenges-of-blockchain-and-decentralized-autonomous-organizations.pdf
https://www.researchgate.net/profile/Zenlin-Kwee/publication/337239592_Governance_challenges_of_blockchain_and_decentralized_autonomous_organizations/links/6040cec64585154e8c758d50/Governance-challenges-of-blockchain-and-decentralized-autonomous-organizations.pdf
https://www.researchgate.net/profile/Zenlin-Kwee/publication/337239592_Governance_challenges_of_blockchain_and_decentralized_autonomous_organizations/links/6040cec64585154e8c758d50/Governance-challenges-of-blockchain-and-decentralized-autonomous-organizations.pdf
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Solidity is an object-oriented programming language created specifically by the Ethereum 

network team for constructing and designing smart contracts on Blockchain platforms. M 

Solidity addresses limitations of Bitcoin's scripting language, like the lack of Turing 
completeness. H  Solidity has enabled multiple decentralized applications (Dapps) and the 
so-called "smart contracts," computational agreements between parties that may be self-
executed and self-enforced. H A smart contract is a set of promises specified in a digital 
form, including protocols within which the parties perform on these promises. H  As 
illustrated in Figure 2, blockchain provides an ideal platform for executing decentralized 
smart contracts. Roughly speaking, a smart contract is a piece of program that consists of 
a set of rules and corresponding operations of related accounts. H  Smart contracts require 
an automated program to execute without manual intervention. H  For a smart contract, if 
a set of events in the contract is triggered, it will be executed automatically by the 
decentralized system. H  
 
Compared to traditional forms of organization, DAO offers more security and stability 
because no one can control the entire organization. M Moreover, since DAO runs on 
decentralized blockchain technology, it can remain autonomous without interference 
from external factors. M In addition, better power distribution makes DAO fairer than 
traditional resource allocation and decision-making. These advantages have made DAO 
more and more popular and attracted attention. M An example of a successful DAO is 
Collab.Land. M Collab.Land is a discord bot that manages token gated channels and roles. 

Figure 2. How a smart contract transaction is incorporated into a blockchain. Click on figure or go to 
https://jipel.law.nyu.edu/vol-9-no-1-5-minn/ 

https://www.simplilearn.com/tutorials/blockchain-tutorial/what-is-solidity-programming
https://www.researchgate.net/profile/Samer-Hassan-3/publication/346223158_An_overview_of_decentralized_autonomous_organizations_on_the_blockchain/links/601a8598299bf1cc269d4027/An-overview-of-decentralized-autonomous-organizations-on-the-blockchain.pdf
https://www.researchgate.net/profile/Samer-Hassan-3/publication/346223158_An_overview_of_decentralized_autonomous_organizations_on_the_blockchain/links/601a8598299bf1cc269d4027/An-overview-of-decentralized-autonomous-organizations-on-the-blockchain.pdf
https://letonchanh.github.io/files/icedeg18.pdf
https://letonchanh.github.io/files/icedeg18.pdf
https://letonchanh.github.io/files/icedeg18.pdf
https://letonchanh.github.io/files/icedeg18.pdf
https://coinyuppie.com/new-mode-of-working-in-the-future-distributed-autonomous-organization-dao/
https://coinyuppie.com/new-mode-of-working-in-the-future-distributed-autonomous-organization-dao/
https://coinyuppie.com/new-mode-of-working-in-the-future-distributed-autonomous-organization-dao/
https://www.daomasters.xyz/tools/collab-land
https://jipel.law.nyu.edu/vol-9-no-1-5-minn/
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Collab.Land solves the problem of managing thousands of members with various roles 
and channel access. M  These types of efficiencies are why startups are interested in the 
DAO paradigm. M DAO members are empowered to voice their opinion on resources 
allocation, enabling startups to compete with incumbents on a level playing field. M The 
unique structure and values of DAO complement that of startups, making them a viable 
option for companies that lack the resources to scale. M  
 
A blockchain-based government DAO, appropriately implemented, could provide 
transparency, accountability, immutability, and, more importantly, better resource 
management. H This system reserves all records for auditing, thus limiting litigation 
between parties involved and increasing the speed of allocation and execution of smart 
contracts. As illustrated by Diallo et al, H  and their description of a eGov DAO to better 
manage government contacts, the DAO model demonstrates the highly likely (71-85%) 
potential to help the government save resources, manage more efficiently, and reduce the 
security risk. H 
 
Nevertheless, the DAO paradigm is an emerging field thus still in active development and 
open for broader research. Thus, it is still too early to assess if it will fulfill its 
decentralization promise. H  Governance is a difficult issue and will require academic 
research and business use cases to determine the best model. With DAO's focus on 
decentralization, it may be challenging to pinpoint actions on people or companies, 
resulting in unclear accountabilities. H This lack of responsibility and accountability can 
be problematic in swift decision-making and execution of governance actions. H  
However, decentralized control and autonomy are the significant features of a DAO. H 

DAOs could be empowered to autonomously hire people, provide services, gain money 
for their aims, own smart property, coordinate with other autonomous software, or 
facilitate cooperation. H 

 
Analytic Confidence 
The analytic confidence for this estimate is moderate. However, the sources were very 
reliable and corroborated one another. There was adequate time, but the analyst worked 
alone and did not use a structured method. Many of the sources were peer-reviewed 
academic journal articles, industry websites, and respected periodicals. Furthermore, 
given the lengthy time frame of the estimate, this report is sensitive to change due to new 
information. 
 

Author:  COL Greg Pavlichko  

https://www.daomasters.xyz/tools/collab-land
https://venturebeat.com/2022/04/02/daos-could-revolutionize-how-startups-are-run/
https://venturebeat.com/2022/04/02/daos-could-revolutionize-how-startups-are-run/
https://venturebeat.com/2022/04/02/daos-could-revolutionize-how-startups-are-run/
https://www.researchgate.net/publication/325632774_eGov-DAO_a_Better_Government_using_Blockchain_based_Decentralized_Autonomous_Organization
https://www.researchgate.net/publication/325632774_eGov-DAO_a_Better_Government_using_Blockchain_based_Decentralized_Autonomous_Organization
https://www.researchgate.net/publication/325632774_eGov-DAO_a_Better_Government_using_Blockchain_based_Decentralized_Autonomous_Organization
https://www.researchgate.net/profile/Samer-Hassan-3/publication/346223158_An_overview_of_decentralized_autonomous_organizations_on_the_blockchain/links/601a8598299bf1cc269d4027/An-overview-of-decentralized-autonomous-organizations-on-the-blockchain.pdf
https://www.researchgate.net/profile/Zenlin-Kwee/publication/337239592_Governance_challenges_of_blockchain_and_decentralized_autonomous_organizations/links/6040cec64585154e8c758d50/Governance-challenges-of-blockchain-and-decentralized-autonomous-organizations.pdf
https://www.researchgate.net/profile/Zenlin-Kwee/publication/337239592_Governance_challenges_of_blockchain_and_decentralized_autonomous_organizations/links/6040cec64585154e8c758d50/Governance-challenges-of-blockchain-and-decentralized-autonomous-organizations.pdf
https://letonchanh.github.io/files/icedeg18.pdf
https://www.researchgate.net/profile/Samer-Hassan-3/publication/346223158_An_overview_of_decentralized_autonomous_organizations_on_the_blockchain/links/601a8598299bf1cc269d4027/An-overview-of-decentralized-autonomous-organizations-on-the-blockchain.pdf
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Fully Homomorphic Encryption Highly Likely To Be 
Computationally Efficient Enough For Use At Scale By U.S. 
Military By 2037 
 
Executive Summary 
Even though Full Homomorphic Encryption (FHE) is at this time a relatively nascent and 
slow cryptographic technique, by virtue of a logarithmic reduction of computational cost 
(time & computing power) to FHE operations over the past several years, as well as 
increased government interest and a concerted academic effort to develop protocol 
standards, it is highly likely (71-85%) that FHE will achieve sufficient computational 
efficiency to operate at scale in the next 15 years. FHE is a technique that enables 
analytics and machine learning (ML) on encrypted data sets without a need to decrypt the 
data sets. This cryptographic technique has widespread implications for many industries 
requiring data privacy and security. Efforts by private industry and DARPA to develop 
novel hardware solutions to support FHE make this technique viable in the next 15 years.  
 
Discussion 
Fully Homomorphic Encryption is a cryptographic protocol postulated by Dr. Craig 
Gentry in 2009. H Fully Homomorphic Encryption (FHE) is an encryption scheme that 
enables analytical functions to execute directly on encrypted data while yielding the same 

results as if the 
user executes 
the functions in 
plaintext. As 
Figure 1 
illustrates H, 
FHE enables an 
end-user to run 
calculations on 
encrypted data 
stored in the 
cloud without 
requiring the 
end-user ever to 
have 

unencrypted access to encrypted data sets. H  
 
The term homomorphic, meaning the same change, describes how the technique works. 
FHE cryptography makes the same computational changes in the ciphertext (encrypted 
data) and the plaintext (unencrypted data). H 

Figure 3. Representation of FHE- A Decade or So of Fully Homomorphic Encryption. 
Click on Picture or go to https://www.youtube.com/watch?v=487AjvFW1lk&t=414s 

https://www.cs.cmu.edu/~odonnell/hits09/gentry-homomorphic-encryption.pdf
https://www.youtube.com/watch?v=487AjvFW1lk&t=162s
https://www.youtube.com/watch?v=487AjvFW1lk&t=162s
https://open.spotify.com/episode/6uPMGbcgaJrUCyql7Tm2y4?si=7JKKiYfSSJiAQN6ZjssyUw&nd=1
https://www.youtube.com/watch?v=487AjvFW1lk&t=414s
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The most significant drawback to implementing FHE is the computational cost. FHE is 
time and memory intensive, with basic computations taking hours or days. FHE relies on 
lattice cryptography, H which presents complex mathematical challenges to would-be 
attackers that require technologies beyond the current state of the art to solve. The 
challenge with modern lattice-based FHE is the unavoidable noise accumulation with 
each calculation performed. H Each homomorphic computation, generates a certain 
amount of error that corrupts the encrypted data representation. Once this noise 
accumulation reaches a certain point, recovering the original underlying plaintext 
becomes impossible. H Computational structures called “bootstrapping” help address this 

untenable noise 
accumulation, 
reducing it to a 
level that is 
comparable to 
the original 
plaintext but 
produces 
massive 
computational 
overhead to 
perform. H 
However, as 
indicated in 
Figure 2, H FHE 

is becoming eight times more computationally efficient every year. H  In July of 2020, 
IBM conducted several field trials of FHE in the financial sector and demonstrated that 
FHE is becoming viable at scale. M  
 
The United States government, specifically the Defense Advanced Research Agency 
(DARPA), has invested resources in further developing FHE to be efficient enough to use 
at scale. For example, the Data Protection in Virtual Environments (DPRIVE) program 
seeks to enable FHE computation within a factor of ten of unencrypted computations, 
enabling data security for all states of data across DoD and commercial applications. H To 
meet this challenge, DARPA is designing and implementing a hardware accelerator for 
FHE computations that significantly reduces the current computational burden to speed 
up FHE calculations drastically.  
 
Before FHE is adopted in medical, health, financial, and other sectors to protect data, it 
will have to be standardized, most likely by multiple standardization bodies and 

Figure 4. Logarithmic Increase in FHE Computational Efficiency- A Decade or So of 
Fully Homomorphic Encryption. Click on Picture or go to 
https://www.youtube.com/watch?v=487AjvFW1lk&t=414s 

https://www.darpa.mil/news-events/2020-03-02
https://www.darpa.mil/news-events/2020-03-02
https://www.darpa.mil/news-events/2020-03-02
https://www.darpa.mil/news-events/2020-03-02
https://www.youtube.com/watch?v=487AjvFW1lk&t=162s
https://www.youtube.com/watch?v=487AjvFW1lk&t=162s
https://arstechnica.com/gadgets/2020/07/ibm-completes-successful-field-trials-on-fully-homomorphic-encryption/
https://www.darpa.mil/program/data-protection-in-virtual-environments
file://///Users/gregpavlichko/Desktop/MPE%20Project%20SRR/Complete/Corrected/A%20Decade%20or%20So%20of%20Fully%20Homomorphic%20Encryption.%20Click%20on%20Picture%20or%20go%20to%20https:/www.youtube.com/watch
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government agencies. H  An essential part of standardization is broad agreement on 
security levels for varying parameter sets. H Several FHE standardization workshops have 
occurred, involving government, industry, and academia. H There are also several 
research groups publishing FHE libraries for applications and general use. H These efforts 
are critical to coalescing and developing FHE standards for widespread implementation.  
 
The biggest challenges to scaling FHE are the computational cost and the relative 
nascency of this innovation. The processing power and memory required to execute FHE 
calculations do not make this technique scalable for government use at this time. H 
However, DARPA has invested over $14M H dollars in researching and developing 
hardware with the required parameters to scale FHE. In addition, Dr. Gentry and other 
academic institutions are iteratively developing more efficient lattice algorithms and 
bootstrapping techniques. H  These efforts indicate that FHE will mature over time and is 
highly likely (71-85%) to be scalable by 2037. 
 
Analytic Confidence 
The analytic confidence for this estimate is high. Sources were very reliable and 
corroborated one another. There was adequate time, but the analyst worked alone and did 
not use a structured method. Many of the sources were peer-reviewed academic journal 
articles, government .mil websites, and a video by the FHE developer. Given the lengthy 
time frame of the estimate, this report is sensitive to change due to new information. 
 

Author:  COL Greg Pavlichko  

https://eprint.iacr.org/2019/939.pdf
https://eprint.iacr.org/2019/939.pdf
https://eprint.iacr.org/2019/939.pdf
https://eprint.iacr.org/2019/939.pdf
https://www.darpa.mil/news-events/2020-03-02
https://techcrunch.com/2021/02/03/duality-scores-14m-darpa-contract-for-hardware-accelerated-homomorphic-encryption/
https://www.youtube.com/watch?v=487AjvFW1lk&t=414s
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Device To Device Solutions Will Highly Likely Make Possible 
Dynamic 6G And 7G Networks Within The Next Ten Years 
 
Executive Summary 
Device-to-device (D2D) solutions will highly likely (80-95%) enable future global 
deployment of 6G and 7G technologies over the next ten years despite resource and 
infrastructure limitations. Innovative research in streamlining network capabilities and 
shared access through multiple devices will highly likely expand wireless capabilities to 
remote locations. 
 
Discussion 
The expectation of future 6G and 7G platforms equates to high data transmission rates 
with low latency, which facilitates machine learning (ML), artificial intelligence (AI), 
edge computing, virtual 
reality (VR), and other 
capabilities. (see 6G and 
Beyond). Recent research and 
development (R&D) efforts in 
the alternative line of sight 
(LOS) network expansion 
capabilities will highly likely 
ensure the implementation of 
6G by 2030. The challenge of 
maintaining high data rates at 
the edge or remote locations 
revolves around the distance 
the data travels. The use of 
D2D transmissions or dedicated short-range communications (DSRC) provides one 
solution to solving the issue of distance without the requirement of a standard network. M 
D2D proves that using other devices as cooperative networks or relays creates a dynamic 
nonstandard network. M (see Figure 1) Using D2D connections “can significantly 
improve network coverage and spectrum efficiency” and incorporating non-orthogonal 
multiple access (NOMA) with cooperative full-duplex relaying D2D improves the quality 
and throughput of connections. MM D2D connections are similar to the military’s wireless 
concept of cyber foraging but on a commercial scale and without purposefully deploying 
additional nodes to extend the LOS. M  
 
Researchers from Georgia Tech are developing a flexible solution that is scalable, 
directional, and customizable. This device also accommodates different frequencies and 

Figure 1. Illustration of device to device communication. M 

https://spectrum.ieee.org/applications-of-devicetodevice-communication-in-5g-networks
https://ieeexplore.ieee.org/document/8999427
https://ieeexplore.ieee.org/document/9417558
https://ieeexplore.ieee.org/document/7572025
https://resources.sei.cmu.edu/asset_files/TechnicalReport/2016_005_001_451208.pdf
https://www.researchgate.net/publication/339337937_A_Survey_of_Device_to_Device_and_Cooperative_Communication_for_the_Future_Cellular_Networks
https://www.researchgate.net/publication/339337937_A_Survey_of_Device_to_Device_and_Cooperative_Communication_for_the_Future_Cellular_Networks
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power levels. The technology can be a smart case or set as a tile to adhere to any surface 
like an unmanned aerial vehicle. The tiles have an antenna array and support multiple-
input multiple-output (MIMO) capabilities. They can act as relays by extending a 
network to the most remote areas while supporting the data-intensive internet of things 
and virtual reality. This smart tile provides a rapidly deployable solution at a low cost. M 

 

Examination into millimeter wave 
(mmWave) (see Figure 2) frequencies prove 
a feasible application with satellite platforms 
in 6G and beyond communications. M This 
key enabler provides high-capacity satellite 
communications to support the increased 
traffic demands and service requirements. M 
To resolve the reduced distance of several 
hundred meters, the researchers proposed 
using “MIMO and advanced beamforming 
with very large scale antenna (VLSA)1.” M 
 

Security against vulnerabilities is essential, but challenges always revolve between 
balancing risks against capabilities and efficiencies. Employing effective 
countermeasures against potential exploits will highly likely improve trust and 
confidence in using D2D technologies that will support 6G and beyond networks. 
Researchers successfully tested the effectiveness of using the Rivest-Shamir-Adleman 
(RSA)2 encryption algorithm to secure D2D-aided multicast transmissions by pushing 

traffic through properly 
selected nodes that 
work as heads for D2D 
clusters. M According to 
Hailin Cao from 
Chongqing University, 
a method in securing 
satellites to integrated 
terrestrial networks is 
using an “intelligent 
reflecting surface 

 
1 Advanced beamforming with very large-scale antenna (VLSA) steers the beam to only the desired 
direction or user improving the transmission range. 
2 Rivest-Shamir-Adleman (RSA) is a public-key cryptosystem used for secure data transmission. Because it 
is a slow algorithm, it is not used to encrypt user data. If a large enough key is used, it is difficult to break 
the encryption. 

Figure 3. Fundamentals of Intelligence Reflecting Surfaces. Click on the 
picture, or go to:  https://youtu.be/CDt0JNrOKxk to view the video.  Source:  

University of Oulu 

Figure 2. mmWave Communication Demo. Click 
on the picture or go to:  

https://youtu.be/sjYh6aNfbsQ to view the video.  
Source:  University of Oulu 

https://bioengineer.org/the-future-of-5g-infrastructure-could-be-built-tile-by-tile/
https://arxiv.org/pdf/2010.07993.pdf
https://ieeexplore.ieee.org/document/9049651
https://arxiv.org/pdf/2010.07993.pdf
https://youtu.be/CDt0JNrOKxk
https://youtu.be/CDt0JNrOKxk
https://youtu.be/sjYh6aNfbsQ
http://www.youtube.com/watch?v=sjYh6aNfbsQ


11 
 

(IRS3)”. M (see Figure 3) Deploying an IRS near the satellite user to reflect the common-
spectrum friendly interference protects the satellite downlink transmission from being 
eavesdropped.” This strategy minimalizes the signal-to-interference-plus-noise-ratio, 
ensuring reliable transmission between the terrestrial and satellite locations. M   
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were technical and 
resourced from ongoing research, which corroborated one another. There was adequate 
time, and the task was not complex. Despite the lengthy time frame of the estimate, this 
report is sensitive to change due to new information. 
 

Author:  LTC Nicole Y. Shadley  

 
3 The intelligent reflecting surface (IRS) empowers secure cooperative transmission between satellite and 
terrestrial integrated networks. 
 

https://www.mdpi.com/1099-4300/24/3/326/pdf
https://ieeexplore.ieee.org/document/9343764
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Blockchain Tech, Such As Smart Contracts And Proof-Of-Stake 
Protocol, Will Likely Enable Data Sharing In Low Trust 
Environments Within The Next 5-10 Years 
 
Executive Summary 
Despite the requirement for large amounts of energy resources and resistance from 
traditional stakeholders that may delay the expanded use of blockchain tech, 
organizations will likely (55-80%) be able to use blockchain tech to address the 
challenges of data sharing in low trust environments within the next 5-10 years. The 
expanded use of blockchain tech will be due to the adoption of the proof-of-stake 
protocol and the use of smart contracts. 
 

Discussion 
The term blockchain tech is 
most closely associated with 
cryptocurrencies, such as 
Bitcoin or Ethereum (see 
Figure 1). However, 
organizations can use the same 
blockchain tech that enables 
cryptocurrency for other 
functions, such as management 
of patient Electronic Health 
Records (EHR). H Additionally, 
organizations could apply this 
same technology to address 
challenges associated with data sharing in other low trust environments, since many of 
the challenges are similar to managing EHR. H 
 
Organizations are already exploring Blockchain technology for use in the field of 
managing EHR. M An example is the MIT MedRec project. H One of the challenges 
associated with EHR management is that a single patient may have multiple records that 
are fragmented in siloed databases across multiple providers. H Sharing of EHR files can 
be impeded by nonstandard data formatting and low trust relationships among the various 
providers. H In this environment, the patient data is centrally managed by the provider, 
who controls access. Attempts by patients or other providers, such as medical specialists, 
to access the data can be difficult and time consuming. H 
 
To address this challenge, organizations can use blockchain tech to create a private 
blockchain where only properly vetted entities, patients and providers, can participate in 

Figure 5. How does a blockchain work. Click on picture or go to: 
https://www.youtube.com/watch?v=SSo_EIwHSd4 to view video.  

Source: Simply Explained Channel on YouTube. 

https://www.healthit.gov/sites/default/files/5-56-onc_blockchainchallenge_mitwhitepaper.pdf
https://crsreports.congress.gov/product/pdf/R/R45116/3
https://singularityhub.com/2018/07/20/us-health-care-companies-begin-exploring-blockchain-technologies/
https://medrec.media.mit.edu/
https://www.healthit.gov/sites/default/files/5-56-onc_blockchainchallenge_mitwhitepaper.pdf
https://www.healthit.gov/sites/default/files/5-56-onc_blockchainchallenge_mitwhitepaper.pdf
https://www.healthit.gov/sites/default/files/5-56-onc_blockchainchallenge_mitwhitepaper.pdf
https://www.youtube.com/watch?v=SSo_EIwHSd4
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the blockchain. H In this example, patient EHR is not stored on the blockchain. Individual 
providers store the data in highly secured databases that they manage. H The participants 
use the blockchain to create an immutable distributed ledger that validates access to the 
EHR and records all access requests. H For routine EHR events, participants can establish 
smart contracts4 that automatically regulate EHR access between individual participants 
or groups of participants. H The patient, the owner of the data, controls access to his/her 
EHR through the blockchain. The patient can audit the distributed ledger at any time to 
ensure only authorized entities have accessed his/her EHR. H 

 
The U.S. telecom provider Verizon is also exploring the use of blockchain tech to 
improve transparency and customer trust in their news releases through their Full 
Transparency initiative. M As part of the initiative, Verizon will track all official news 
releases on a blockchain ledger, which will allow the public to validate that a Verizon 
press release is legitimate. M 

 
One of the issues impacting wider adoption of blockchain tech is the large amount of 
energy required to execute the consensus mechanism that validates new blocks in the 
chain. M The Bitcoin blockchain uses a popular consensus mechanism called proof-of-
work (POW), where miners compete to validate transactions and get rewarded. M A 
Cambridge Centre for Alternative Finance 2021 study estimated the energy required to 
validate Bitcoin transactions to be 143 terawatt hours, which if ranked against countries 
by energy use, Bitcoin transactions would be the 30th largest consumer of energy in the 
world. M To mitigate this challenge, organizations could use the existing and more energy 
efficient proof-of-stake (PoS) consensus mechanism, which uses approximately 90% less 
energy per transaction. M Rather than having multiple miners compete to validate 
transactions in a race to the finish, the PoS protocol allows miners to stake a small 
amount of cryptocurrency for a chance to validate a new block on the chain and an 
algorithm selects a single miner to validate the transaction. M 
 
Another impediment to wider adoption of blockchain tech for managing EHR is 
traditional stakeholder resistance. As outlined in a 2015 Office of the National 
Coordinator for Health Information Technology (ONC) report, “market conditions create 
business incentives for some persons and entities to exercise control over electronic 
health information in ways that unreasonably limit its availability and use.” H Since this 
same type of stakeholder resistance will impact an organizations ability to apply 
blockchain tech to other areas of data sharing in a low trust environment, it will likely 
take organizations 5-10 years to implement. 
 

 
4 A smart contract is a program that controls assets on the blockchain in ways that guarantee predictable 
behavior. M 

https://www.healthit.gov/sites/default/files/5-56-onc_blockchainchallenge_mitwhitepaper.pdf
https://www.healthit.gov/sites/default/files/5-56-onc_blockchainchallenge_mitwhitepaper.pdf
https://www.healthit.gov/sites/default/files/5-56-onc_blockchainchallenge_mitwhitepaper.pdf
https://www.healthit.gov/sites/default/files/5-56-onc_blockchainchallenge_mitwhitepaper.pdf
https://www.healthit.gov/sites/default/files/5-56-onc_blockchainchallenge_mitwhitepaper.pdf
https://www.verizon.com/about/news/verizons-full-transparency-launches-blockchain-verification
https://www.verizon.com/about/news/verizons-full-transparency-launches-blockchain-verification
https://www.ledger.com/academy/blockchain/what-is-proof-of-work
https://www.ledger.com/academy/blockchain/what-is-proof-of-work
https://www.datacenterdynamics.com/en/opinions/are-proof-of-work-blockchains-a-corporate-sustainability-issue/
https://www.datacenterdynamics.com/en/opinions/are-proof-of-work-blockchains-a-corporate-sustainability-issue/
https://www.forbes.com/advisor/investing/cryptocurrency/proof-of-stake/
https://www.healthit.gov/sites/default/files/reports/info_blocking_040915.pdf
https://theconversation.com/blockchains-focusing-on-bitcoin-misses-the-real-revolution-in-digital-trust-58125
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Analytic Confidence 
Analytic confidence in this estimate is moderate. The analyst had adequate time and the 
task was simple. However, while the reliability of sources on current blockchain tech 
were moderate to high, the sources related to the timelines for expanded application of 
blockchain technology were moderate.  Although, multiple sources did tend to 
corroborate each other on the potential future applications of blockchain tech, no sources 
provided definitive timelines. 
 

Author:  COL Anthony Pollio  
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Advances In Edge Artificial Intelligence While Disconnected 
From The Cloud Likely To Speed Military Decision Making By 
2030 
 
Executive Summary 
By 2030, technologically advanced militaries are likely (55-80%) to adapt private sector 
Edge AI innovations to improve military decision making by improving performance, 
optimizing, network traffic, and reducing latency. Despite current commitments to a 
cloud-based architecture, growing adversary interest in contesting the Electromagnetic 
Spectrum will push militaries to adopt data processing alternatives that provide localized, 
disconnected solutions. 
 
Discussion 
Edge AI is the combination of Edge Computing and Artificial Intelligence to process 
algorithms locally that enable independent decision making without connecting to the 
internet or a remote cloud-based server. H Edge computing moves data collection, 
analysis, and processing to the “edge” of the network where the user is located and edge 
computing brings computing power and data storage to where data is collected. H 
Similarly, Edge AI uses modern Artificial Intelligence capabilities to solve problems 
without reaching back to a cloud server for processing bringing advanced analytics, 
machine learning, and intelligent automation to improve decision making. H  
 
By 2030, multiple technology companies are likely to incorporate Edge AI to improve 
performance, optimize network traffic, and reduce latency as 5G and 6G networks 
become operational (see Figure 1). M Verizon is testing data from weather drones on its 
5G network with Mobile Edge Computing technology and AI. M Moving computing 
power to the edge of the network where the weather drones operate, “drastically limits 

Figure 1. How Edge Computing Works 

https://www.advian.fi/en/what-is-edge-ai?hsCtaTracking=c2869075-e628-48eb-8e31-31ef82e34713|74be41e9-82ca-47da-beea-b16069c1ebc5
https://www.advian.fi/en/blog/what-is-edge-analytics
http://jultika.oulu.fi/files/isbn9789526226774.pdf
https://www.vertiv.com/en-us/solutions/vertiv-guide-to-edge-computing/
https://www.frontiersin.org/research-topics/20655/intelligent-edge-systems-for-6g
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latency and makes ambitious applications possible.” M    
 
Some advanced militaries have already started adapting edge AI technology to support 
military operations. The Israeli Defense Force (IDF) likely already tested some Edge AI 
capabilities in the last Gaza clashes, and boasted of waging the “first AI war.” H The IDF 
has already begun initial testing of “edge-data architecture” that moves beyond the cloud 
to forward units to speed data processing and decision making. H It is unclear, however, 
how successful these tests were.  
 
Edge AI adaption for military purposes will have to overcome several challenges, 
however. In addition to significant latency concerns, current Edge AI computer, memory, 
and power requirements are too large for deployment in field conditions. M Compounding 
this problem, Edge AI for military application will need the capacity to leverage machine 
learning to “stitch” multiple inputs in near-real-time to inform decision making. M 

 
And even advanced militaries still lag technology companies. Last year, a senior officer 
from the United Kingdom stated that the commercial industry has surpassed the 
military’s capabilities in Edge Computing and Edge AI noting that, “a processor on a 
self-driving car has 800 times the power of the most advanced military processor.” H In 
September 2021, the U.K. made Edge Computing and AI top priorities for their Strategic 
Command. H 
 
Tesla’s Edge AI technology may point to initial solutions to achieve stitching from 
multiple sensors. Autonomous driving vehicles incorporate significant amounts of Edge 
AI technology and Tesla is using a single giant neural network known as a “transformer” 
in each vehicle to receive input from eight cameras simultaneously. H Another AI 
technology with promise for use at the edge in coalition warfighting is GPT-3, which has 
recently been adapted to function across multiple languages. H Machines are beginning to 
understand differences between languages and have even applied some cultural 
understanding. M For example, a question on the “best” sports team delivered different 
reasonable answers that differed depending on whether the question was presented in 
English, German, or French. M Apple and Microsoft are also planning to add more AI 
capabilities to their network edges in an attempt to reduce latency introduced by cloud-
based AI and improve security by reducing data movement. H  As latency and security are 
major concerns during military operations, similar Edge AI capabilities would likely be 
adapted for military use.  
 
Some of the expected shifts from cloud-based AI to Edge AI may be representative of no 
more than an observable cycle in computing. An AI writer at Forbes argues that 
computing technology has swung between centralization and decentralization many 

https://www.telecompetitor.com/stormy-weather-verizon-explores-supporting-drones-with-5g-and-edge-computing/
https://www.rt.com/news/525058-israel-first-ai-war/
https://www.msn.com/en-us/news/technology/idf-reveals-its-artificial-intelligence-war-data-factory/ar-AATB6jt
https://www.edgeir.com/military-use-of-edge-ai-so-far-more-like-a-modem-with-anger-issues-than-terminator-20200727
https://militaryembedded.com/ai/tackling-the-ai-paradox-at-the-tactical-edge
https://www.nationaldefensemagazine.org/articles/2021/9/14/ai-edge-computing-top-priorities-for-uk-strategic-command
https://newscentral.site/ai-edge-computing-top-priorities-for-uk-strategic-command/
https://www.wired.com/story/why-tesla-designing-chips-train-self-driving-tech/
https://www.wired.com/story/ai-write-english-learning-other-languages/
https://www.wired.com/story/ai-write-english-learning-other-languages/
https://www.wired.com/story/ai-write-english-learning-other-languages/
https://www.forbes.com/sites/mohanbirsawhney/2020/01/27/why-apple-and-microsoft-are-moving-ai-to-the-edge/?sh=552109b72570
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times, and that Edge AI is the latest pendulum swing. M  If the Forbes writes is correct, 
militaries are still likely to rely on Edge AI at the forward edge of a battlefield where 
low-latency and security are primary requirements.  
 
Analytic Confidence 
This is a moderate confidence estimate. The reliability of sources is high, information and 
assessments from multiple sources were consistent, however, theoretical predictions 
varied and much of the technology remains unproven. And very few sources made 
predictions on timing for development or adoption of Edge AI capabilities. 
 

Author:  LTC Patrick Hofmann  

https://www.forbes.com/sites/mohanbirsawhney/2020/01/27/why-apple-and-microsoft-are-moving-ai-to-the-edge/?sh=552109b72570
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Zero-Trust Security Will Highly Likely Bridge The “Trust Gap” Of 
Information Sharing By 2035 
 
Executive Summary 
Despite implementation costs and maintenance requirements, Zero-Trust (ZT) security is 
highly likely (80-95%) to be adopted internationally by 2035 due to its flexibility and 
scalability, the ability for phased implementation, and vendor neutrality. ZT security 
methodology will highly likely reduce the “trust gap” between entities to enable 
information sharing.  
 
Discussion 
Zero Trust security framework follows a principle of “never trust, always verify.” 
Although John Kindervag5 of Forrester Research developed this concept in 2011, 
adoption of the principle had been minimal. M This vendor-neutral methodology requires 
all users, “to be authenticated, authorized, and continuously validated for security 
configuration and posture before being granted or keeping access to applications and 
data.” H Several counties and large corporations are already implementing and using ZT 
security methodology to secure and safeguard their data. M The White House was the first 
to publish an Executive Order to improve the nation’s Cybersecurity posture by adopting 

 
5 Field Chief Technology Officer of Palo Alto Networks 
 

Figure 1. Consolidated representation of the ZT algorithm in a cross-enterprise collaborative environment. 
Click on the picture or go to:  https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-207.pdf for 

additional details.  Source:  NIST Special Publication 800-217 

https://www.law.com/njlawjournal/2021/12/03/zero-trust-security-moving-from-trust-but-verify-to-never-trust-always-verify/?slreturn=20220317164226
https://www.crowdstrike.com/cybersecurity-101/zero-trust-security/
https://www.okta.com/resources/reports/state-of-zero-trust-security-in-global-organizations/
https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-207.pdf
https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-207.pdf
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ZT architecture. H 50% of Australian and New Zealand industries already have ZT 
projects underway, with 18% across Europe and the Middle East. M 

COVID-19 forced industry and government organizations to shift to remote or hybrid 
operations, increasing vulnerabilities to security threats and attacks. M Because ZT 
methodology is not a pre-packaged solution and has a phased approach, organizations are 
highly likely to invest, innovate, and adopt the security posture. M ZT methodology (see 
Figure 1) is an enhanced security system that can reduce the cyber “trust gap” in data 
management and privacy through the protection of access endpoints, identities, and other 
threat vectors. M For example, Microsoft Azure, Ivanti’s Zero Sign-on, OneLogin 
Workforce Identity, and Thales SafeNet Trusted Access already have passwordless 
authentication services to prevent the theft of privileged access credentials. H ZT 
methodology will highly likely be easier to as more vendors develop solutions and 
options helping to bridge the “trust gap” H  
  
The critical importance of implementing and significant benefits of ZT methodology is 
widely accepted at the top levels of industry and government because data and accesses 
are partitioned until the appropriate credentials are verified. Depending on backend 
resources supporting the architecture, ZT can slow the network down, but the risk and 
costs of a data breach (see Figure 2 and Data-Sharing Mindset) almost certainly outweigh 

the lag in pulling 
data. The current 
challenge 
revolves around 
qualified vendors 
with complete 
solutions and the 
lack of trained 
personnel to build 
and implement 
the enhanced 
security strategy. 
M  Public-private 
partnerships are 
modernizing and 
creating dynamic 
ZT solutions to 

help overcome scalability, flexibility, and continuity issues. These efforts can resolve 
talent management concerns within the next 5-10 years. H ZT solutions will highly likely 
be accepted worldwide as more organizations accept the importance of ZT security and 
invest in advancing technology. 

Figure 2. Average costs of data breaches worldwide from 2014 to 2021. Click on the 
picture or go to:  https://www.statista.com/statistics/987474/global-average-cost-

data-breach/.  Source:  Statista 

https://www.whitehouse.gov/briefing-room/presidential-actions/2021/05/12/executive-order-on-improving-the-nations-cybersecurity/
https://www.okta.com/resources/reports/state-of-zero-trust-security-in-global-organizations/
https://www.information-age.com/how-covid-19-made-zero-trust-right-approach-modernise-networks-123498395/
https://www.banyansecurity.io/news/banyan-security-raises-30m-in-growth-financing-to-support-increased-demand-for-innovative-zero-trust-network-access-platform/
https://www.rubrik.com/insights/zero-trust-data-management
https://venturebeat.com/2021/09/12/zero-trust-security-could-reduce-cyber-trust-gap/
https://www.forbes.com/sites/forbestechcouncil/2021/02/09/why-the-new-normal-requires-zero-trust/?sh=466310cf5f45
https://www.fortinet.com/blog/business-and-technology/fortinet-zero-trust-survey-indicates-gaps-in-implementation
https://australiancybersecuritymagazine.com.au/reimagining-cybersecurity-in-government-through-zero-trust/
https://www.statista.com/statistics/987474/global-average-cost-data-breach/
https://www.statista.com/statistics/987474/global-average-cost-data-breach/
https://www.statista.com/statistics/987474/global-average-cost-data-breach/
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Implementing and maintaining a ZT security environment is likely to face both technical 
and non-technical challenges. Gary Kinghorn, the Nozomi senior director, stated, “The 
strategy published today rightly acknowledges that moving toward a zero-trust model is a 
significant disruption… there is no easy way to just bolt on zero-trust. It will take a lot of 
work and funding to get there...” H Despite this potential pushback and some countries’ 
due to minimal emphasis and resourcing of funding and skillsets, industries and countries 
will need to adopt a ZT methodology to protect against data breaches. Within the U.S. 
both private and government sectors face severe cybersecurity workforce gaps. The 
federal government’s IT workforce is aging. In 2020, 15.7% of the IT workforce was 
over the age of 60, and only 3.2% were under the age of 30. H Building a robust and 
trained workforce with the technical background needed to protect against emerging 
cyber threats could take 15 years. A recent independent study conducted by Forrester 
Consulting reflected more than 75% of security strategy decision-makers emphasized the 
importance of ZT to combat increasing security threats, 60% are turning to ZT and 
micro-segmentation6, and 78% plan to include ZT security operations in the coming year. 
M PJ Kirner, CTO and co-founder of Illumio, commented, “As we watch threats evolve 
and breaches become more devastating, the need to implement Zero Trust strategies has 
never been more urgent…the path to a Zero Trust posture can be broken into bite-sized 
phases…This incremental approach is a journey that bolsters your security posture to 
reduce risk and increase cyber resiliency.” H  
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were reliable and tended to 
corroborate one another. There was adequate time, and the task was not complex. Despite 
the lengthy time frame of the estimate, this report is not sensitive to change due to new 
information. 
 

Author:  LTC Nicole Y. Shadley  

 
6 Micro-segmentation is a network security technique that enables security architects to logically divide the 
data center into distinct security segments down to the individual workload level, and then define security 
controls and deliver services for each unique segment. 

https://itbrief.co.nz/story/australia-and-new-zealand-shouldn-t-rush-to-follow-white-house-zero-trust-cybersecurity-strategy
https://www.rpc.senate.gov/policy-papers/building-the-cybersecurity-workforce#:~:text=Rigid%20pay%20scales%2C%20lower%20salaries,time%20in%20the%20private%20sector.
https://www.illumio.com/news/press-releases/forrester-trusting-zero-trust
https://itbrief.co.nz/story/organisations-turning-to-zero-trust-amid-cloud-and-network-security-exposure
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6G and 7G Networks Will Highly Likely Merge The Digital And 
Physical Worlds Improving Real-Time Analysis By 2035 
 
Executive Summary 
The establishment of 6G networks and the research and development (R&D) of 7G 
capabilities is almost certain (95-99%) to be implemented by 2035 and will highly likely 
(80-95%) become the conduit supporting the interaction between digital and physical 
worlds despite the infrastructure upgrade requirements. Terahertz bits per second network 
capacity enables mass amounts of data to travel in real-time from the sensor to the analyst 
thus providing enriched analysis and intelligence.  
 
Discussion 
Research reveals that generational leaps in mobile technology occur every nine to ten-
year cycles. Thus full 6G rollout is almost certain to occur between 2030 and 2035. MM 
To meet the generational timeline, research and development efforts have begun shifting 
towards future 6G and 7G capabilities. M Huawei projects 6G speeds of 8,000,000 
megabits per second, equal to downloading 142 hours of high-quality Netflix videos 
every second. The increase in data rate speeds from 6G will highly likely change how 
people interact with technology. M The digital and physical worlds merge with increased 

capability and capacity of the network and 
through the deployment of sensors to 
capture real-time activities. M 6G speeds 
will boost the ability to support artificial 
intelligence (AI), more immersive virtual 
reality (VR) applications, blockchain, M 
high-fidelity mobile holograms, and 
potential wearable devices and micro-
devices mounted on the human body which 

has many applications. H  
 

More countries and businesses are shifting focus to 6G. This prioritization and resourcing 
of 6G technology most likely ensures full implementation by 2035. Erick Ekudden, 
Ericsson's Chief Technology Officer, and Huawei founder Ren Zhenfei estimate that 
early commercial deployment of 6G will occur in 2028 and 2029. M  However, India's 
new Minister for Communication, Ashwini Vaishnaw, stated, "6G development has 
already started. That will be seen somewhere in the time frame 2024 or 2023-end." M 
Vietnam M and Spain, M have shifted priorities and begun investment into 6G research. 
Two Chinese technology companies have started R&D into 6G. Huawei confirmed 
collaborative research with Canadian university researchers, and Purple Mountain 
Laboratories, China Mobile, and Fudan University are also exploring next-generation 

Figure 6 6G vision for 2030. Click on the picture or 
go to:  https://youtu.be/T6ubRoZCeVw to view the 

video.  Source:  University of Oulu 

https://amplify.nabshow.com/articles/connect-6g-mobile-network-begins-to-take-shape-with-7g-already-in-the-wings/
https://www.sixthtone.com/news/1004445/huawei-researching-6g-cellular-technology-in-canada-report
https://www.techtarget.com/searchnetworking/definition/6G?vgnextfmt=print
https://www.abc.net.au/news/2019-08-22/huawei-reportedly-entering-into-6g-research/11427056
https://www.lightreading.com/6g/nokia-bell-labs-peter-vetter-6g-will-unite-physical-and-digital-worlds/v/d-id/775199
https://amplify.nabshow.com/articles/connect-6g-mobile-network-begins-to-take-shape-with-7g-already-in-the-wings/
https://www.lifewire.com/6g-wireless-4685524
https://www.digitaltrends.com/mobile/what-is-6g/
https://indianexpress.com/article/technology/tech-news-technology/6g-technology-launch-likely-by-2023-end-or-2024-says-ashwini-vaishnaw-7638108/
https://english.mic.gov.vn/Pages/TinTuc/152509/Vietnam-to-take-the-lead-in-6G.html
https://politiquesdigitals.gencat.cat/ca/detalls/Noticia/220208_AG_6G
https://youtu.be/T6ubRoZCeVw
https://youtu.be/T6ubRoZCeVw
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wireless. M  Two technology alliances have formed to advance 6G technology. ATIS Next 
G Alliance M is the North American advancement toward 6G and beyond. Next, 
Generation Mobile Networks (NGMN) Alliance M is the other alliance that comprises T-
Mobile, China Mobile, Vodafone, and Canada's Bell. 
  
Future innovations and technological advancements need increased speeds, capacity, and 
capability that both 6G and 7G networks can provide. Artificial intelligence, machine-
learning algorithms, cloud services, M artificial general intelligence, mind-reading, deep 
learning, big data analytics, and quantum computing require higher network capacity 
with low latency. M (see figure 2) Cisco's R&D have already begun paving the way to 

support faster speeds and traffic demands with their Silicon One ASIC chip and the 8201 
routers. They have shown "35 percent more bandwidth and 26x less power draw in a 
smaller, lighter, and low-cost package." H Purple Mountain Laboratories has reported 
wireless transmission speeds of 206.25Gbps in a lab environment, but many countries are 
researching and developing technologies and submitting patents to deliver 6G. "China is 
responsible for 40.3 percent of global 6G patent filings, followed by the U.S. with 35.2 
percent. Japan with 9.9 percent, Europe with 8.9 percent, and South Korea with 4.2 
percent, according to a recent report by Nikkei." M  
 
6G is estimated to be available as early as 2028 with commercial availability by 2030 and 
7G around 2040. M The greatest determining factors that dictates the roll out speed of 6G 
and 7G architecture will be supportable line of sight, development of AI, edge and core 
computing, and microchips that can support the higher throughput data rates. M The U.S. 
President and Japanese Prime Minister entered into a joint agreement in April 2021 to 

Figure 2 Requirements for 6G wireless technology Click on the picture or go to:  
https://www.docomo.ne.jp/english/binary/pdf/corporate/technology/whitepaper_6g/DOCOMO_6G_White_Pa

perEN_v4.0.pdf for additional information.  Source:  NTT DOCOMO 

https://www.sixthtone.com/news/1004445/huawei-researching-6g-cellular-technology-in-canada-report
https://nextgalliance.org/white_papers/roadmap-to-6g/
https://amplify.nabshow.com/articles/connect-6g-mobile-network-begins-to-take-shape-with-7g-already-in-the-wings/
https://www.abc.net.au/news/2019-08-22/huawei-reportedly-entering-into-6g-research/11427056
https://www.insidetelecom.com/after-5g-and6g-what-we-know-about-7g/
https://newsroom.cisco.com/c/r/newsroom/en/us/a/y2021/m03/building-a-network-as-fast-as-the-future.html
https://www.insidetelecom.com/breakthrough-in-6g-mobile-technology-by-chinese-lab/
https://whatis6g.com/6-early-predictions-what-lies-beyond-6g/
https://www.techtarget.com/searchnetworking/definition/6G
https://www.docomo.ne.jp/english/binary/pdf/corporate/technology/whitepaper_6g/DOCOMO_6G_White_PaperEN_v4.0.pdf
https://www.docomo.ne.jp/english/binary/pdf/corporate/technology/whitepaper_6g/DOCOMO_6G_White_PaperEN_v4.0.pdf
https://www.docomo.ne.jp/english/binary/pdf/corporate/technology/whitepaper_6g/DOCOMO_6G_White_PaperEN_v4.0.pdf
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invest $4.5 billion for the development of 6G and beyond technologies. M Partnerships 
with like-minded countries can open the door for cross pollination of military to industry 
innovation through organizations like Futures Command. 
 
Although the focus is shifting from 5G to 6G and 7G development, technological 
advancements have significant hurdles for researchers. Dr Shirvanimoghaddam, an expert 
in wireless technology at the University of Sydney, stated that 6G would need significant 
improvements in "material science, computing architecture, chip design, and energy use." 
M  Additionally, developments are needed in antenna and duplexing technologies; AI, 
edge, and cloud computing; and spectrum sharing. This new service is projected to boost 
global growth and productivity. However, it must remain affordable and efficient to meet 
the United Nation's Sustainable Goals by 2030. M Brave Research Project (see Figure 3) 
identified the spectrum between 90GHz and 300GHz, which is between millimeter-wave 

and infrared that offers opportunities for huge bandwidths required to increase data rates 
and network capacities beyond 5G performance enable achievement of the 1-terahertz 
bits per second (Tbps) wireless communication. M Terahertz and sub-terahertz 
frequencies are anticipated for 6G and 7G data rates which creates challenges with 
commercial viability and terahertz communications will be limited to "line of sight" H 
However, developments in low earth orbit and middle earth orbit satellites may enable 
connections anywhere and everywhere. M So, resolving these challenges will highly 
likely ensure broad deployment of 6G networks while creating a platform for 7G 
research. 
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were reliable and tended to 
corroborate one another. There was adequate time, and the task was not complex. Despite 
the lengthy time frame of the estimate, this report is not sensitive to change due to new 
information. 
 

Author:  LTC Nicole Y. Shadley   

Figure 3 The frequency bands allocated to the fixed and mobile services in the range 90-275 GHz. Click on 
the picture or go to:  http://www.brave-beyond5g.com/index.php/sub-thz/ for additional information.  Source:  

Brave Research Project 

https://asia.nikkei.com/Business/Telecommunication/US-and-Japan-to-invest-4.5bn-in-next-gen-6G-race-with-China
https://www.abc.net.au/news/2019-08-22/huawei-reportedly-entering-into-6g-research/11427056
https://www.oulu.fi/6gflagship/6g-white-paper-6g-drivers-un-sdgs#:~:text=The commercial launch of 6G,transform many aspects of society.
https://amplify.nabshow.com/articles/connect-6g-mobile-network-begins-to-take-shape-with-7g-already-in-the-wings/
https://www.analysysmason.com/about-us/news/newsletter/6g-terahertz-frequencies-jul2021/
https://amplify.nabshow.com/articles/connect-6g-mobile-network-begins-to-take-shape-with-7g-already-in-the-wings/
http://www.brave-beyond5g.com/index.php/sub-thz/
http://www.brave-beyond5g.com/index.php/sub-thz/


24 
 

Initial Fielding Of Quantum Computing Sensor To Decision-
Maker Communication Capability Highly Likely By 2037 
 
Executive Summary 
Despite the challenges of stabilizing quantum bits (Qubits) quality, scalability, and cost, 
it is highly likely (71-85%) several large enterprise multi-trans-national companies and 
state competitors will begin initial trial fielding of secure sensor to decision-maker 
communication capabilities between 2032-2037.  
 
Due to recent extensive quantum computing developments, China's quantum computing 
momentum, and quantum computing's discernable magnitude of impact on current 
information security protocols, the U.S. will highly likely intensify the race toward 
quantum supremacy.  
 
Discussion 
Quantum Computing is rapidly 
advancing from a scientific concept 
to a tangible technology actuality, 
with companies like Microsoft 
announcing in 2021 the launch of its 
cloud-based platform which will 
allow anyone to use quantum 
hardware tools called Azure 
Quantum, which boasts “some of the 
most compelling and diverse 
quantum resources available.” H 

Quantum computers surpass the 
world's fastest supercomputers and 
solve complicated problems with 
tremendous speed H with case studies 
in optimization, M chemistry 
(specifically within energy and utilities),M financial services, M and logistics. M 

 
Quantum computers do this by substituting the binary “bits” of classical computing with 
something called “qubits,” H which are the fundamental building block of a quantum 
computer.  
 
In contrast to the benefits to physics, engineering, enhancing generative datasets for 
training machine learning algorithms and decrypting data secured with public-key 
encryption, H quantum computing is a complex feat wrought with challenges. M Notably, 

Figure 7. Members of the IBM Quantum team at work 
investigating how to control increasingly large systems of qubits 

for long enough, and with few enough errors, to run the 
complex calculations required by future quantum applications. 
Click on picture or go to:  https://research.ibm.com/blog/ibm-

quantum-roadmap.Source:  IBM.com 

https://medium.com/swlh/quantum-computing-is-now-publicly-available-df1abbc38578
https://www.ncbi.nlm.nih.gov/books/NBK538701/
https://azure.microsoft.com/en-us/resources/quantum-impact-optimization/
https://azure.microsoft.com/en-us/resources/quantum-impact-energy-and-utilities-/
https://azure.microsoft.com/en-us/resources/quantum-impact-financial-services/
https://azure.microsoft.com/en-us/resources/quantum-impact-transportation-logistics/
https://www.scientificamerican.com/video/how-does-a-quantum-computer-work/
https://www.belfercenter.org/sites/default/files/2021-07/QCSecurity.pdf
https://sdnews.com/the-impact-of-quantum-computing-on-trade-finance/#:~:text=The%20main%20challenges%20to%20the%20successful%20implementation%20of,global%20co%C3%B6peration%203%20Quantum%20computers%20require%20significant%20resources
https://research.ibm.com/blog/ibm-quantum-roadmap
https://research.ibm.com/blog/ibm-quantum-roadmap
https://research.ibm.com/blog/ibm-quantum-roadmap
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stabilizing qubit quality, scalability, and costs present commercial and government 
deployment hurdles. H Recent research advances address these hurdles (e.g. stabilizing 
qubit quality, scalability and cost).H Qubits are fragile and susceptible to error. H 
Quantum systems are difficult to make because noise and other environmental factors 
which diminish performance affects qubit stability. M Most quantum computers have to 
be kept to near absolute zero temperatures (0 Kelvin or -459.67 Farenheit). H 
 
Present-day, state-of-the-art quantum computers typically suffer roughly one error every 
1,000 operations. H To account for this error rate, the current approach is to add more and 
more qubits to reduce the margin of error. Hence, a key milestone to obtain quantum 
primacy is a 1,000 qubit quantum computer. M Many companies are focusing energy and 
research to achieve this. For example, IBM’s roadmap for scaling quantum technology 
projects increasingly larger and better chips, with a 1,000-qubit chip, IBM Quantum 
Condor, targeted for the end of 2023 (see Figure 1). Google is investing heavily into error 
correction to mitigate the requirement for exponentially more qubits, which will increase 
potential for scalability and reduce costs. M  
 
Building fault-tolerant 
computers above 99% marks a 
significant breakthrough in 
quantum computing. H Three 
independent university research 
programs recently achieved 
fidelity in quantum computing 
operations, achieving fault 
tolerance of less than 1%7 using 
silicon embedded with 
phosphorus atoms via ion 
implantation, a method used in 
producing all existing silicon 
computer chips, M allowing their 
quantum breakthrough to be 
"compatible with the broader semiconductor industry." (see Figure 2) This demonstrated 
performance now makes it suitable for scaling up to practical applications. H 
 
MIT researchers successfully reduce the size of the qubits in a way that reduces the 
interference that occurs between neighboring qubits. Addressing both qubit 

 
7 Delft University of Technology (Netherlands) achieved 1-qubit and 2-qubit fidelities of 99.87 percent and 
99.65 percent, respectively.H RIKEN (Japan) achieved 1-qubit and 2-qubit fidelities of 99.84 percent and 
99.51 percent, respectively.H  University of New South Wales (UNSW) achieved a 1-qubit operation 
fidelity of up to 99.95 percent and a 2-qubit fidelity of 99.37 percent.H 

Figure 2. Quantum operations with better than 99% fidelity were also 
demonstrated in three similar experiments at UNSW, TU Delft and 

RIKEN, signaling the global maturity of quantum information processing 
in silicon.  Click on picture or go video https://youtu.be/bjLUhg5mKic. 

Source:  ScienceDaily.com 

https://www.scientificamerican.com/video/how-does-a-quantum-computer-work/
https://jqi.umd.edu/research/publications/optimizing-stabilizer-parities-improved-logical-qubit-memories
https://news.engineering.arizona.edu/news/researchers-work-ensure-accurate-decoding-fragile-quantum-states
https://www.belfercenter.org/sites/default/files/2021-07/QCSecurity.pdf
https://medium.com/the-quantum-authority/ice-ice-baby-why-quantum-computers-have-to-be-cold-3a7f777d9728
https://spectrum.ieee.org/fault-tolerant-quantum-computing
https://amitray.com/roadmap-for-1000-qubits-fault-tolerant-quantum-computers/
https://research.ibm.com/blog/ibm-quantum-roadmap.
https://newsroom.unsw.edu.au/news/science-tech/quantum-computing-silicon-hits-99-cent-accuracy
https://youtu.be/bjLUhg5mKic
https://newsroom.unsw.edu.au/news/science-tech/quantum-computing-silicon-hits-99-cent-accuracy
https://www.nature.com/articles/s41586-021-04273-w
https://www.nature.com/articles/s41586-021-04182-y
https://www.nature.com/articles/s41586-021-04292-7
https://youtu.be/bjLUhg5mKic
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miniaturization and quality, the MIT team increased the number of superconducting 
qubits on a device by a factor of 100. M   

 
China has made tremendous gains by 
developing a quantum computer 
made from photons—particles of 
light—that has outperformed the 
world’s fastest classical 
supercomputers. H Unlike a 
traditional computer built from 
silicon processors, is an elaborate 
tabletop setup of lasers, mirrors, 
prisms, and photon detectors. In early 
2022, U.S. Department of Energy's 
(DOE) Argonne National Laboratory 
and the University of Chicago read 

out their qubit on demand and then kept the quantum state intact for over five seconds – a 
new record for this class of devices. H 
 
Recent progress in nonlinear optical materials and micro-resonators has brought quantum 
computing at room temperature into the realm of possibility. Scientists from the National 
University of Science and Technology MISIS (Russia) and Linköping University 
(Sweden) together with colleagues from Hungary and U.S. found a way to manufacture 
stable semiconductor qubits using silicon carbide (SiC). M Though a nascent capability, 
qubits that operate at room temperature, in contrast to the majority of existing analogues, 
opens up new prospects for creating a quantum scalable computers, ultra-secure 
communication tunnels, and new quantum internet technologies. 
 
Venture capital funding grew by 500% from 2015 to 2020. M In conjunction with private-
public funding, Canada based company D-Wave is investing over $400 million in R&D. 
L In 2018, the U.S. signed into law a bill initiating the National Quantum Initiative 
providing an initial inject of $1.2 billion to fund activities promoting quantum 
information science over a five-year period. H The National Institute of Standards and 
Technology (NIST), the National Science Foundation (NSF), and the Department of 
Energy (DOE) are collaborating to develop quantum computing projects as part of this 
initiative. H Also, in 2018, Germany's federal government announced a quantum initiative 
worth €650 million. L  
 

Figure 3. Scientists have found a way of using 
Light/Photonics to massively speed up Quantum Computers 

on their path to reaching Quantum Supremacy. Click on 
picture or go video https://youtu.be/ET6gjOXxYsk. Source:  

AI News 

https://spectrum.ieee.org/2d-hbn-qubit
https://www.scientificamerican.com/article/light-based-quantum-computer-exceeds-fastest-classical-supercomputers/#:~:text=For the first time%2C a quantum computer made,of light—has outperformed even the fastest classical supercomputers.
https://www.sciencedaily.com/releases/2022/02/220202153853.htm
https://phys.org/news/2020-03-qubits-room-temperature.html
https://ide.mit.edu/insights/the-business-case-for-quantum-computing/#:~:text=Tremendous levels of investment%2C private-sector competition%2C and scientific,the race to deliver the next quantum breakthrough.
https://analyticsindiamag.com/top-countries-pumping-money-into-quantum-computing-technology/#:~:text=In exchange for the public funding%2C D-Wave will,innovations and development in the quantum computing field.
https://futurism.com/the-byte/quantum-computing-bill-congress
https://www.quantum.gov/
https://analyticsindiamag.com/top-countries-pumping-money-into-quantum-computing-technology/#:~:text=In exchange for the public funding%2C D-Wave will,innovations and development in the quantum computing field.
https://youtu.be/ET6gjOXxYsk
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With initial funding of $10 billion, 
China is building a National Laboratory 
of Quantum Information Sciences. M 
The Australian Strategic Policy Institute 
recommends that the Australian 
government immediately lay the 
groundwork for a $3-4 billion H 
investment in quantum technologies.  
 
The European Union's Quantum 
Flagship H also launched in 2018 with 
an initial budget of €1 billion.(see 
Figure 4) With a preliminary 10 year 
duration, the flagship brings together 
research institutions, academia, 

industry, enterprises, and policymakers, in a joint and collaborative initiative that seeks to 
achieve quantum advancements at an unprecedented scale.  
 
Quantum computing is proving effective in sensor-to-decision making, with open 
computing challenges, such as IBM Grover’s algorithm-based design game, where 
participants using quantum random access memory (qRAM) to learn about implementing 
complex quantum data structures, M demonstrate the combination could solve real-life, 
complex decision-making problems. Additionally, aviation manufacturers like Airbus are 
initiated a quantum computing challenge H to solve complicated problems in the aviation 
industry to reduce time taken for processing mathematical problems during the design 
phase of an aircraft. With quantum computers, reduced processing time up to 4 times was 
observed. M 
 
Analytic Confidence 
Analytical confidence in this estimate is moderate.  The analyst had adequate time to 
initially assess, however, quantum technologies are complex and volatile. The sources 
available on this topic are generally reliable and tended to corroborate on another.  The 
open sources available did tend to present scientifically quantifiable theories, with 
academic research validating complexities, yet forward thinking narratives by private 
companies toward success may be biased and shield proprietary information. The analyst 
collaboration was strong. Furthermore, given the rapidly evolving field, this report is 
subject to change due to new information. 
 

Author:  COL Troy Alexander  

Figure 4. EU race toward Quantum Supremacy. The 
Quantum Flagship is one of the most ambitious long-

term research and innovation initiatives of the 
European Commission Click on picture to learn more 

go to https://qt.eu  Source:  EU Quantum Flagship 

https://www.industryweek.com/technology-and-iiot/article/22025445/forget-the-trade-war-china-wants-to-win-the-computing-arms-race
https://www.aspi.org.au/report/australian-strategy-quantum-revolution
https://qt.eu/
https://www.ibm.com/blogs/research/2020/12/quantum-challenge-fall-results/
https://www.airbus.com/en/innovation/disruptive-concepts/quantum-technologies/airbus-quantum-computing-challenge
https://www.futurebridge.com/industry/perspectives-mobility/quantum-computing-a-key-to-autonomous-vehicle-industry-success/
https://qt.eu/about-quantum-flagship/introduction-to-the-quantum-flagship/
https://qt.eu/
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Decentralized, Self-Sovereign Identity Systems Highly Likely To 
Increase Secure, Private Information Sharing Capability For Use 
At Scale Within 5-10 years 
 
Executive Summary 
It is highly likely (71-85%) that Decentralized, Self-Sovereign Identity (DID/SSI)8 
systems will achieve sufficient industry and policy efficiency to operate at scale in the 
next 5-10 years. DID/SSI provides a means for digital identification without reliance on 
any external authority, enabling entities to control their identity and data flow during 
digital interactions while enhancing security and privacy. Despite the challenges of 
establishing an overarching governance framework for its operation, the market drive to 
protect privacy is pushing user, industry and government institutions toward advancing a 
decentralized identity, self-sovereign identity (DID/SSI) systems both for private and 
public use.  DDI/SSI is currently an emerging, unstructured field of research, however, 
numerous efforts by private industry, public institutions and consortiums such as the 
World-Wide Web (W3) Decentralized Identifier Working Group, make this technique 
viable by 2037.  
 
Discussion 
Decentralized identity is frequently 
used interchangeably and in 
conjunction with “self-sovereign 
identity.” M  While there are 
numerous emergent standards that 
enable self-sovereign identity (SSI), 
decentralized identifiers 
(DID) standards are widely 
evolving to ensure 
interoperability. DID/SSI 
help protect privacy and keep personal data more secure while granting individuals and 
organizations a platform to own and control digital identity while maintaining privacy.  
Hence, both individuals and organizations limit risk, can seamlessly audit data, and check 
clearance credentials to remotely provide access to information. H (see Figure 1). 

 
8 Note, though interchangeable for this document, there are slight nuances between decentralized identity 
and self-sovereign identity concepts.M  

a. DIDs are completely under the authority of the user. There is NO central registry, identity 
provider or certificate authority that gives the receiving entity a “thumbs up” on the validity of 
the data. 

b. SSI is an identity concept where people and businesses store and control their data on their 
own devices; providing this data when someone needs to validate them. This is all done 
without relying on a centralized database. 

Figure 8. The Benefits of Decentralized Identity for your Organization. 
Click on picture or go to: https://youtu.be/35jP81hxV4Y to view video.  

Source: MATTR channel on YouTube. 

https://www.okta.com/blog/2021/01/what-is-decentralized-identity/?msclkid=3e2c541cb80211eca8481378c9ad1144
https://www.microsoft.com/en-us/security/business/identity-access-management/decentralized-identity-solution#:~:text=Decentralized identity%2C also referred to as self-sovereign identity%2C,are self-owned%2C independent%2C and enable trusted data exchange.?msclkid=95727d87b80611ec870e241887d792ea
https://dragonchain.com/blog/decentralized-identity-self-sovereign-identity-explained
https://youtu.be/35jP81hxV4Y
https://youtu.be/35jP81hxV4Y
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According to the World Wide Web Consortium (W3C), DIDs are a nascent type of 
identifiers that enables verifiable, decentralized digital identity. H A DID refers to any 
subject (e.g., a person, organization, thing, data model, abstract entity, etc.) as determined 
by the controller of the DID.  
 
Distinguishable from mainstream, federated identifiers, DIDs are deliberately designed so 
that they can be separated from centralized registries, identity providers, and certificate 
authorities. M DIDs are categorized into public and private DIDs. L Public DIDs are 
typically suitable when users seek to be publicly identifiable while maintaining 
credentialled privacy, such as passport management or licensures. M Private DIDs 
creating a protected channel between two or more entities that is inaccessible to others 
and allows creation of distinct DIDs for diverse relationships for avoiding data 
correlation. M  

 

A decentralized identity approach helps 
people, organizations, and things interact 
with each other transparently and 
securely, in an identity trust fabric. (see 
Figure 2) People control their own digital 
identity and credentials. H DID/SSI rely 
on multi-source identification (MSI) 
processes. 
 
MSI processes are decentralized systems 
that permit multiple credentials from 
numerous providers to be brought to 

bear in a dynamic, scalable manner where trusted authorizations are required for 
participants in an information workflow. H In MSI, there are three players: credential 
issuers, credential holders, and credential verifiers. H Any person or organization can play 
any or all of the roles. Credential issuers set which credentials are issued, what each 
credential means, and validate credentialed information input. H  Credential holders 
determine what credentials are needed and which to employ in a workflow to prove 
things about themselves. H  Credential verifiers determine what credentials to accept and 
who to trust. H  
 
Business and government institutions are rapidly realizing the market value of DID/SSI 
solutions that outpace established identity managing solutions resulting from a network 
of trusted identity exchange between organizations and industries. Though nascent and 

Figure 2. The Benefits of Decentralized Identity for 
your Organization. Click on picture or go to: 
https://youtu.be/Ew-_F-OtDFI to view video.  

Source: Microsoft Security channel on YouTube. 

https://www.w3.org/TR/did-core/#abstract
https://gataca.atlassian.net/wiki/spaces/developers/pages/811565059/DID+Decentralized+IDentifier
https://tykn.tech/decentralized-identifiers-dids/
https://101blockchains.com/self-sovereign-identity/?msclkid=a7aed52eb80911ec9c29cb61905b3b4a
https://101blockchains.com/self-sovereign-identity/?msclkid=a7aed52eb80911ec9c29cb61905b3b4a
https://www.microsoft.com/en-us/security/business/identity-access-management/decentralized-identity-solution
https://www.windley.com/archives/2018/05/multi-source_identity.shtml
https://www.windley.com/archives/2018/05/multi-source_identity.shtml
https://www.windley.com/archives/2018/05/multi-source_identity.shtml
https://www.windley.com/archives/2018/05/multi-source_identity.shtml
https://www.windley.com/archives/2018/09/multi-source_and_self-sovereign_identity.shtml
https://youtu.be/Ew-_F-OtDFI
https://youtu.be/Ew-_F-OtDFI
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still yet to be proven tested on a large scale, several tests indicate that DID/SSI will 
ultimately see mass implementation. M  

 

The main challenges to fully scale DID/SSI frameworks revolve around governance. M 
Specifically identifying interoperability standards, a consistent approach for linking 
identity addresses back to real world identities and creating an open digital identity 
landscape M that legitimizes participation. 
 
Several large tech companies are actively collaborating with members of the 
Decentralized Identity Foundation (DIF), the W3C Credentials Community Group, and 
the wider identity community. H For example, Microsoft has joined with the Fast Identity 
Online Alliance (FIDO) and other alliance partners like W3C to help develop safer, more 
secure, interoperable technologies for authentication that will work with many 
organizations’ DID solutions regardless of the underlying technology. H 
 
Systems such as the decentralized Sovrin Network provide space for decentralized, self-
sovereign emergence (see Figure 3). Sovrin a public service utility enabling self-
sovereign identity on the Internet so that individuals can collect, hold, and choose which 
identity credentials —such as a driver’s license or employment credential—without 
relying on individual siloed databases that manage the access to those credentials. H  

 

Demonstrations of services using this 
technology are already underway. H For 
example, Kiva is building an identity 
protocol based on self-sovereign identity 
for building credit history in Sierra Leone. 
M Another example is the COVID 
Credentials Initiative (“CCI”). They are 
working on a digital certificate based on 
self-sovereign identity that lets individuals 
prove they have recovered from the 
COVID-19, have tested positive for 
antibodies or have received a vaccination. H The European Union is creating an eIDAS 
(electronic IDentification, Authentication and trust Service) compatible European Self-
Sovereign Identity Framework (ESSIF). H  The ESSIF makes use of decentralized 
identifiers and the European Blockchain Services Infrastructure (EBSI). H   
 
Decentralized identity is a conceptual shift away from current identity frameworks, yet it 
can co-exist with the account-based identity model that has existed for decades. H  
Though DID/SSI systems are still relatively new, it is not a technology that a single 

Figure 3. Graphic Representing of Sovrin 
Networks Self-Sovereign Foundational Principles. 

Click on picture or go to: 
https://sovrin.org/principles-of-ssi/ to read more. 

Source: The Sovrin Foundation. 

https://www.kuppingercole.com/research/lb80531/the-business-value-of-decentralized-identity?msclkid=c5dc0ab5b80711ec905d6a020bf80733
https://medium.com/@byrnenick/the-challenge-for-self-sovereign-identity-ssi-147098918334
https://medium.com/@byrnenick/the-challenge-for-self-sovereign-identity-ssi-147098918334
https://query.prod.cms.rt.microsoft.com/cms/api/am/binary/RE2DjfY
https://customers.microsoft.com/ru-RU/story/1349421307379340138-keio-university-higher-education-azure-active-directory
https://sovrin.org/faq/what-is-sovrin-2/?msclkid=52e66e19b81f11eca5cc99cc079f0e61
https://www.weforum.org/agenda/2021/08/self-sovereign-identity-future-personal-data-ownership/?msclkid=a7af3accb80911ecb999371c3702fa8e
https://www.kiva.org/protocol
https://www.covidcreds.org/
https://ec.europa.eu/digital-building-blocks/wikis/display/ebsi
https://ssimeetup.org/understanding-european-self-sovereign-identity-framework-essif-daniel-du-seuil-carlos-pastor-webinar-32/
https://bok.idpro.org/article/id/51/print/?msclkid=ea4c654eb80611ecb72881cad98bbaea
https://sovrin.org/principles-of-ssi/
https://sovrin.org/principles-of-ssi/
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company can simply release to the market. It requires both standards as well as 
collaboration between the private and public sector to have a healthy ecosystem of 
issuers, holders, and verifiers. M   
 
Given the progress of alliances such as FIDO, W3 as well as governmental organizations 
such as the EU, it is highly likely DID/SSI solutions will reach critical mass adoption, 
digital experiences. M These efforts indicate that DID/SSI will mature over time and 
highly likely scalable within 5-10 years.  
 
Analytic Confidence 
The analytic confidence for this estimate is high. Sources were reliable and corroborated 
one another. There was adequate time, however, the concepts and variety of DID/SSI are 
vast and evolving. The analyst worked alone and did not use a structured method. The 
variety of sources included peer-reviewed academic journal articles, governmental 
websites, digital alliance associations, and videos by DID/SSI developers. Given the 
lengthy time frame of the estimate, this report is sensitive to change due to new 
information. 
 

Author:  COL Troy Alexander  

https://bok.idpro.org/article/id/51/print/?msclkid=ea4c654eb80611ecb72881cad98bbaea
https://bok.idpro.org/article/id/51/print/?msclkid=ea4c654eb80611ecb72881cad98bbaea
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Advances In Multilingual Neural Machine Translation Systems 
Likely To Improve Coalition Communications by 2027  
 
Executive Summary 
Neural Machine Translation (NMT) capabilities including Natural Language Processing 
and Machine Translation Quality Estimates are likely (55-80%) to be adopted by 2027 
military operational areas where success depends on successful coalition integration. 
These developments coupled with the Department of Defense’s increased focus on 
building coalitions for competition and conflict make this adoption very likely despite the 
uncertainty regarding the quality of NMT translations. 
 
Discussion 
Neural Machine Translation (NMT) is now the dominant model for machine translation 
in academic research and commercial use. H NMT technology has evolved over the past 
five years due to increased remote-work demands and was further expedited by the 
COVID-19 pandemic. This evolution has enabled researchers to incorporate more than 
two languages at a time when conducting machine translations. H Prior machine 
translation systems often used a “pivot language” for multilingual translations when data 
for direct bilingual translation did not exist. English became the most used pivot 
language, essentially serving as a shared third language or “bridge” between the two 
other languages. M English dominated as a pivot language due to the availability of large 
and well-developed English language data sets. M 
 
This translation model, shown in Figure 1 below, demonstrates how machine translation 
could translate a phrase from Finnish into Greek when no Finnish-to-Greek training data 
is available. Using pivot translation, the system uses the existing Finnish-to-English 
engine to translate into English (the pivot) and then use a separate English-to-Greek 
engine to complete the translation into the target language. H Sometimes, more than one 
pivot is required based on the available language data. Each pivot translation risks 
introducing of additional errors, most commonly in translation errors that compound as 

https://dl.acm.org/doi/fullHtml/10.1145/3406095
https://dl.acm.org/doi/fullHtml/10.1145/3406095
https://www.gridly.com/blog/pivot-language-localization/
https://about.fb.com/news/2020/10/first-multilingual-machine-translation-model/
https://csa-research.com/Blogs-Events/Blog/ArticleID/90/Zero-Shot-Translation-is-Both-More-and-Less-Important-than-you-think
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they move through the system, and a loss of context and nuance from the original 
language. H  
 

 
Google’s Multilingual Neural Machine Translation developed a “zero-shot translation” 
model that does not use a pivot and is capable of providing “translation between language 
pairs never seen explicitly by the system.” H Unlike pivot translations where the system 
uses only one language pair at a time for translation, zero-shot models can use multiple 
language pairs with relevant data at the same time. The result is better than trying to 
bridge a gap using a single pivot language. While zero-shot translations are generally less 
accurate than pivot translations, they have the advantage of producing multilingual 

translations while also eliminating the cascading error problem described above for pivot 
translations. the directly translates one language into another. H Using the same Finnish-
to-Greek example, Figure 2 demonstrates zero-shot translation. 
 
In multinational and coalition environments, both models present opportunities to 
improve communication between partners, especially in circumstances where the 
coalition includes several members with varying languages. Neural Machine Translations 

Figure 1. Pivot Translation. Source: CSA Research 

Figure 2. Zero-Shot Translation Model 

https://dl.acm.org/doi/fullHtml/10.1145/3406095
https://ai.googleblog.com/2016/11/zero-shot-translation-with-googles.html
https://dl.acm.org/doi/fullHtml/10.1145/3406095
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and Natural Language Protocols could assist with rapidly disseminating orders and 
instructions or serve to translate electronic data shared between machines. H  
Opportunities during competition could include development of specific military corpus 
(vocabulary data) to train algorithms on military-specific language, as well as a focus on 
expanding the broader corpus now for partners and allies assessed to be most important 
during a conflict. M 
 
Relatedly, several companies are leveraging machine translation to develop real-time 
“multi-language translation capabilities” for video conference calls. M VIDIZMO has 
developed improved “automatic audio and video redaction through AI” to perform 
several functions that would be useful in a coalition environment. M VIDIZMO’s solution 
auto-transcribes all video conferences in the original language and produces subtitles and 
transcripts in multiple languages. Technology is available now from several companies 
that the DOD could immediately adopt for AI translations of spoken speech into various 
languages that is available to be watched later, yet this technology is not available in 
coalition headquarters due to policy restrictions. M Going a step further, Apple, Google, 
Microsoft, and Amazon have all made major investments in real-time language 
technology that instantly translates any speech into the listener’s language. M And, a 
U.K.-based startup, Papercup, is focusing on improving some speech translation 
challenges including creating voices that are more human-like, retaining the emotions and 
pace of the original speaker, as well as capturing the uniqueness of the original speaker’s 
voice.H A combination of all of these technologies would be useful within any diverse 
coalition command structure. 
 
Even as neural machine translations have improved, many people remain distrustful of 
the technology and the quality of machine translations. H NMT creators built tools called 
Machine Translation Quality Estimations (MQTE) to provide “scores” to automatic 
translation that assess the quality of translations with the goal of increasing human trust 

https://www.csis.org/analysis/collection-edge-harnessing-emerging-technologies-intelligence-collection
https://opus.nlpl.eu/
https://www.pcmag.com/news/zoom-to-offer-real-time-translation-for-video-calls-after-buying-startup
https://www.vidizmo.com/vidizmo-artificial-intelligence-solutions/redaction/?utm_campaign=Redaction%20Press%20Release&utm_source=Press%20Release
https://blog.zoom.us/zoom-to-acquire-kites-gmbh/
https://www.skype.com/en/features/skype-translator/
https://www.cambridge.org/core/journals/natural-language-engineering/article/voice-synthesis-business-2022-update/0E02E7E5A3934A243E84D4FD7E8A3502
https://www.yahoo.com/news/many-americans-distrust-emerging-technology-new-study-finds-170038843.html
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in their systems. MTQE seeks to address general distrust in new AI for machine 
translations. See Figure 3 for an example of MQTE scoring.  
 

 

 
Analytic Confidence 
This is a moderate confidence estimate. The reliability of sources is moderate, 
information and assessments from multiple sources were consistent, however, theoretical 
predictions varied and much of the technology is used commercially today. Most sources 
were industry papers and news articles and not peer-reviewed academic journals. Very 
few sources made predictions on timing for development or adoption of NMT 
technology. 
 

Author:  LTC Patrick Hofmann  

Figure 3. Memsource MQTE Machine Translation Scoring 
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Deep Learning Likely To Enable Natural Language Processing 
To Be Culturally Sensitive Enough to Share Data Through 
Storytelling In A Multinational Environment By 2037 
 
Executive Summary 
Due to commercially available products that use storytelling and data dashboards to 
communicate data, focused research in the discipline of Deep Learning (DL), and current 
DARPA research, it is likely (56-70%) that NLP will be culturally sensitive enough to 
share data through storytelling in multinational environments by 2037. Even though 
research indicates that sharing data through storytelling and Natural Language Processing 
(NLP) is becoming more and more common in everyday technologies, NLP has not 
displayed cultural sensitivity or and ability to transition easily between different 
languages.  Academia and commercial institutions, however, have developed deep 
learning techniques that enable software applications to cull large data sets and turn data 
analysis outputs into written or spoken stories describing the data. Research and 
advancements in deep learning will likely enable the next logical progression; the 
devolvement of multilingual, culturally sensitive applications that account for cultural 
differences in storytelling.  
 
Discussion 
Data stories reveal and communicate insights gained from analyzing datasets obtained 
from the public domain, crowdsourcing, or big data sources. H Data storytelling (i.e., the 
practice of creating data stories) is a structured approach comprising data, visuals, and 
narratives for communicating insights from data. H The object of developing data stories 
is to give voice to the data to inform, explain, persuade, or engage the target audience. H 

Research indicates a positive correlation between effective data storytelling and better 
business performance, which is partially mediated by decision-making quality. H 

 
Using a construct 
as seen in Figure 1, 
H companies like 
Arria NLG, 
Automated 
Insights, Narrativa, 
Narrative Science, 
and Yseop have 
developed software 
services that 
translate data into 

human language. H These automated NLP techniques promise to 'refine' the raw material 

Figure 1. Narrative Story Telling Through Data Construct. Click on Picture or go 
to https://journals.sagepub.com/doi/epub/10.1177/2053951718756686 

https://mural.maynoothuniversity.ie/13185/1/OA_school%20of%20business_patterns.pdf
https://mural.maynoothuniversity.ie/13185/1/OA_school%20of%20business_patterns.pdf
https://mural.maynoothuniversity.ie/13185/1/OA_school%20of%20business_patterns.pdf
https://www.igi-global.com/gateway/article/full-text-pdf/280564&riu=true
https://journals.sagepub.com/doi/epub/10.1177/2053951718756686
https://journals.sagepub.com/doi/epub/10.1177/2053951718756686
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by using narratives to sort data and make visible a hierarchy between information that is 
important and unimportant for what the end-user wants to know. H  News services such as 
Yahoo Sports and the Associated Press use these services to generate and publish 
analyses on sports and weather. M Other companies like ClearStory Data use NLP to 
produce dynamic dashboards that learn and adapt to user inputs to determine the type of 
information and analysis based on the end-user requirements. M 
 

Deep learning, a discipline within the field of artificial intelligence and a subset of 
machine learning, 
has increased the 
capability of 
traditional NLP. M 
Deep learning uses 
the human brain's 
structure as its 
foundation and uses 
structured 
algorithms in layers 
to create an 
"artificial neural 
network" that can 
learn and make 
intelligent decisions 
on its own. M 

Artificial neural 
networks are a 
learning system 

that's far more capable than that of standard machine learning models. M As seen in 
Figure 2, M a key advantage of deep learning over traditional machine learning is 
automatic feature extraction. M  On the contrary, in conventional machine learning, this 
task is carried out outside the algorithmic stage. As a result, people, data scientists' teams 
and not machines, are in charge of analyzing raw data, M slowing the process and 
forfeiting potentially undiscovered analysis.  

 
DARPA is currently researching cultural sensitivity in NLP. H The DARPA 
Computational Cultural Understanding program (CCU) is seeking to create a language 
understanding service with the ability to analyze cross-cultural communication more 
accurately. H The goal of this DARPA research is not just to read language, but to 
understand and interpret cultural cues. H Another goal is to develop processing 
technologies that can recognize, adapt to, and recommend how to operate within the 

Figure2. Machine Learning vs. Deep Learning. Click on Picture or go to 
https://quantdare.com/what-is-the-difference-between-deep-learning-and-

machine-learning/ 

https://journals.sagepub.com/doi/epub/10.1177/2053951718756686
https://automatedinsights.com/customer-stories/yahoo/
https://www.carahsoft.com/clearstory-data
https://www.zendesk.com/blog/machine-learning-and-deep-learning/
https://www.zendesk.com/blog/machine-learning-and-deep-learning/
https://www.zendesk.com/blog/machine-learning-and-deep-learning/
https://quantdare.com/what-is-the-difference-between-deep-learning-and-machine-learning/
https://quantdare.com/what-is-the-difference-between-deep-learning-and-machine-learning/
https://quantdare.com/what-is-the-difference-between-deep-learning-and-machine-learning/
https://www.nationaldefensemagazine.org/articles/2021/5/14/darpa-working-on-new-cultural-interpreter
https://www.nationaldefensemagazine.org/articles/2021/5/14/darpa-working-on-new-cultural-interpreter
https://www.nationaldefensemagazine.org/articles/2021/5/14/darpa-working-on-new-cultural-interpreter
https://quantdare.com/what-is-the-difference-between-deep-learning-and-machine-learning/
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emotional, social, and cultural norms that can differ across societies, languages, and 
communities. H DARPA believes CCU requires a revolution in AI technology, not just an 
evolution of what already exists. H The expected outcome of CCU is a machine learning 
model that requires minimal-to-no training data in local culture and no labeled data. 
DARPA expects to infer the meaning of unlabeled discourse behaviors in context. H 
 
Advances in NLP using deep learning will be challenging. Deep learning techniques are 
resource-intensive. Deep learning requires extensive data sets and GPU (Graphical 
Processing Units) processing as opposed to traditional CPU (Central Processing Units) 
processing. M GPUs are more conducive to artificial neural networks due to many 
hundreds of cores compared to the 2-4 cores present on a CPU. However, M GPUs are 
more expensive than CPUs and are sensitive to demand and supply chain issues. In 
addition, neural networks take more time to learn, as learning time is a function of the 
amount of data and the number of layers in the network. M DARPA is researching a 
revolutionary step in the CCU, and the desired solutions require novel hardware that does 
not yet exist.  
 
DARPA awarded a three year $10M contract to SRI International in the fall of 2021. M 

SRI International will develop natural language processing that recognizes, adapts to, and 
recommends how to operate within the emotional, social, and cultural norms that differ 
across societies, languages, and group affinities. M Although there are many companies 
that provide NLP services for business, research on Computational Cultural 
Understanding is focused in the defense sector. It is likely (56-70%) that once the 
DARPA CCU program results in appropriate hardware and software solutions, private 
industry will become interested in pursuing this technology for implementation in the 
business sector.  
 
Analytic Confidence 
The analytic confidence for this estimate is medium. Sources were generally reliable and 
corroborated one another. There was adequate time, but the analyst worked alone and did 
not use a structured method. Many of the sources were peer-reviewed academic journal 
articles, government, industry, and private company websites. Furthermore, given the 
lengthy time frame of the estimate, this report is sensitive to change due to new 
information. 
 

Author:  COL Greg Pavlichko  

https://www.nationaldefensemagazine.org/articles/2021/5/14/darpa-working-on-new-cultural-interpreter
https://aibusiness.com/document.asp?doc_id=770540
https://aibusiness.com/document.asp?doc_id=770540
https://blogs.nvidia.com/blog/2009/12/16/whats-the-difference-between-a-cpu-and-a-gpu/
https://blogs.nvidia.com/blog/2009/12/16/whats-the-difference-between-a-cpu-and-a-gpu/
https://www.youtube.com/watch?v=6M5VXKLf4D4
https://www.militaryaerospace.com/computers/article/14223365/natural-language-computer-processing
https://www.militaryaerospace.com/computers/article/14223365/natural-language-computer-processing
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Advanced Militaries Likely To Adopted High-Quality Real-time, 
High Fidelity, Full 3D Body Scan Holoportation To Improve 
Communication By 2032 
 
Executive Summary 
Advances in 3D visualization technologies such as holopresence and holographic 
displays are likely (55-80%) to be sufficiently advanced for application during military 
operations by 2032. These technologies will improve two-way communication between 
individuals and groups by bringing gestures, body language, facial expressions, and 
realism that were unrealized with 2D architecture. Despite the current high prices, 
latency, and high-bandwidth constraints, these technologies are likely to rapidly migrate 
into defense applications. 
 
Discussion 

The COVID-19 pandemic ushered in a wave of 2D collaboration tools that many people 
would have found odd before the pandemic. However, consumers rapidly adapted to 
communicating via video teleconference chats through Zoom, FaceTime, WhatsApp, and 
other platforms. M Several companies are developing the next evolutions in this 
technology to include 3-dimensional, real-time, full body holograms. M Holograms can 
enable strategic leaders to make more personal connections and deliver more impactful 
messages while saving time by eliminating the need to travel to see every partner and 

Figure 1. The Crown Prince of Dubai at the World Government Summit. Source: ARHT 

https://singularityhub.com/2020/11/25/this-company-wants-to-put-a-human-size-hologram-booth-in-your-living-room/
https://singularityhub.com/2020/11/25/this-company-wants-to-put-a-human-size-hologram-booth-in-your-living-room/
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ally. In 2020, the Crown Prince of Dubai made a major speech as a hologram to the 
World Government Summit he hosted (see Figure 1). M 

 
ARHT Media is a Canadian company that has built a projection system the company calls 
a “Holopresence” experience. Holopresence uses 4K cameras and compressed data to 
deliver a “life-sized and lifelike” real-time 3D image and audio with less than a 0.3 
second delay. ARHT’s CEO Larry O’Reilly focuses on “creating presence” through body 
language presentation that including all the speakers’ non-verbal cues including emotions 
and emphasis. M Holopresence works point-to-point, can bring multiple holograms from 
several distant locations at once, or record presentations or meetings for presentation 
later. Unlike some of their competitors, AHRT’s Holopresence can be permanently 
installed in a building or purchased as a portable system that breaks down to fit into “a 
couple of duffle bags” (see Figure 2). M 

 

 
 
In October 2021, NASA, in collaboration with AEXA Aerospace, projected a hologram 
from Earth to the International Space Station (ISS). This holoportation occurred as the 
ISS was traveling 17,500 miles per hour 250 miles away from the individual being 

Figure 2. Proto Portl Holopresence 

https://www.youtube.com/watch?v=aEpkTc-N8Zk
https://www.youtube.com/watch?v=9k2AljyCqPg
https://www.techradar.com/news/holopresence-means-never-having-to-say-sorry-i-cant-be-there
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holoported on the ground. H NASA used 
Microsoft’s HoloLens display device, 
camera, and AEXA software to conduct the 
two-way communication between an 
astronaut and his doctor. This test 
demonstrates the feasibility of using 
hologram technology even in remote areas.  
 
 
 
 
This technology remains expensive, but, as with most new technology, eventually prices 
will drop for the models. Advances in 5G and edge computing should also enable 
hologram diffusion by providing “enough compute and bandwidth at an affordable price 
to support real-time, high fidelity, full 3D body scan teleportation.” M 
 
Analytic Confidence 
This is a moderate confidence estimate. The reliability of sources is moderate, 
information and assessments from multiple sources were consistent, however, theoretical 
predictions varied and much of the technology is used commercially today. Most sources 
were industry papers and news articles and not peer-reviewed academic journals. Very 
few sources made predictions on timing for development or adoption of holographic 
technology. 
 

Author:  LTC Patrick Hofmann  

Figure 3. NASA flight surgeon holoportation. 
Source: ESA 

https://interestingengineering.com/nasa-holoported-doctor-iss
https://www.technewsworld.com/story/the-long-journey-into-holographic-transportation-86041.html
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The Next Evolution Between Machine And Human 
Communication Is Almost Certain To Occur By 2027 
 
Executive Summary 
Despite regulatory, privacy, and security concerns, the convergence of digital and 
physical worlds is almost certain (95-99%) to occur by 2027. Cutting-edge research and 
development (R&D) into tactile and alternate physical representations converts how data 
and information are ingested, processed, and visualized.  
 
Discussion 
Recent technological advancements in sensors are shifting the way data is collected. 
Professor M. Shamim Hossain at King Saud University and his research team published 
an article, “The shift to 6G communications: vision and requirements” that predicts the 
tactile internet9 as the next evolution where machine-to-machine (M2M) and human-to-

 
9 The tactile internet is defined as a very low-latency communication system that ensures very low round-
trip delay along with high availability, reliability, and security for real-time human-machine interaction-
centric applications execution.H 

Figure 1. A pictorial overview of the 6G wireless network that covers space-air-ground-sea communications.M 

https://www.igi-global.com/dictionary/internet-of-things-and-data-science-in-healthcare/79878#:~:text=The%20tactile%20internet%20is%20defined,machine%20interaction-centric%20applications%20execution.
https://link.springer.com/content/pdf/10.1186/s13673-020-00258-2.pdf
https://link.springer.com/content/pdf/10.1186/s13673-020-00258-2.pdf
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machine (H2M) communications will add haptic sensations to data collection and 
feedback. This tactile internet or “internet of senses” (IoS) enables real-time 
communication between humans and machines with their environment. M Continued 
improvements in artificial intelligence (AI), machine learning (ML), and quantum 
computing will affect how fast the IoS and internet of things (IoT) processes, analyzes, 

and produces information. IoS, along 
with 6G and beyond network 
innovations (see 6G and Beyond), 
will highly likely provide more 
enriched analytic information 
available in alternate physical 
representations integrated across 
daily life within the next five years. M 
(see Figure 1) Extensive and 
groundbreaking innovative research 
are exploring promising technologies 
with brain-machine interfaces 
limiting physical interactions by 
providing a direct communication 

link between the human brain and computers or other external devices. M (see Figure 2) 
 
Several technology companies have already engineered solutions that integrate user 
experiences through haptics. (see Figure 3) Ultraleap10 designed an immersive experience 
that allows users to touch and feel what they see in augmented and virtual reality (VR) 
using ultrasound to project sensations 
and hand-tracking and mid-air haptic 
solutions with real-time response. MM 
Microsoft’s solution, AirWave, for 
immersive experiences provides 
haptic sensations using air vortex 
rings similar to a speaker diaphragm. 
M  
   
3D hologram projections are also 
advancing rapidly. Massachusetts 
Institute of Technology uses AI and 

 
10 Ultraleap is a merger of Ultrahaptics and Leap Motion tech companies that specialize in immersive 
technology. 

Figure 2. Context-aware control of smart objects via human-
machine communications. M 

Figure 3. Future of Haptics in VR . Click on the picture or 
go to: https://youtu.be/I5ZI3tAQjzI to view the video. 

Source: Microsoft 

https://link.springer.com/content/pdf/10.1186/s13673-020-00258-2.pdf
https://journals.sagepub.com/doi/pdf/10.1177/1461444819858691
https://www.frontiersin.org/articles/10.3389/fnsys.2021.578875/full
https://www.immerseuk.org/case-study/ultrahaptics/
https://www.ultraleap.com/company/
https://www.microsoft.com/en-us/research/video/developer-tech-minutes-future-of-haptics-in-virtual-reality/
https://www.youtube.com/watch?v=JqB4AY_dYXk
https://www.youtube.com/watch?v=JqB4AY_dYXk
https://youtu.be/I5ZI3tAQjzI
https://youtu.be/I5ZI3tAQjzI
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ML to create 3D holograms. The school uses 
a deep learning-based method to produce 
holograms efficiently in near real-time. Lead 
researcher, Liang Shi, believes the new 
approach (tensor holography)11 will help 
deliver commercially available holographic 
displays within ten years. M Dan Smalley of 
Brigham Young University and his research 
team have developed methods to “draw 
screenless, free-floating objects in space” 
similar to “a 3D printer for light.” Their 
research creates an environment “where 
people can interact with holographic-like 
objects that coexist in their immediate 
space.” M (see Figure 4) 
 
An additional emerging innovation is Mojo Vision’s eye-tracking display-enabled contact 
lenses. The tech company has been designing this product since 2017, and the current 
2022 version is a self-contained display-enabled lens that includes an “accelerometer, 
gyro, and magnetometer for eye tracking.” It can display text, basic graphics, and some 
illustrations with the help of a custom wireless connection of a neck-worn relay device. 
The current limitations are power efficiency and short-range wireless connection. M (see 
Figure 5) 
 
The convergence of the M2H interface will highly likely encounter resistance from 

regulatory, digital privacy, and data 
security issues. A Congressional 
Research Services (CRS) report 
determined that regulatory authorities 
and oversight jurisdiction would 
become unclear as the various 
technologies converge. H Tech 
companies like Meta (formerly 
Facebook), Google, and Twitter gather 
masses of personal data from users 
and sell it in bulk to advertisers to 
make profit. M Data security is also a 
significant concern (see Data-Sharing 

 
11 Tensor Holography synthesizes a 3D hologram with per-pixel depth from a single RGB-D image in real-
time.M 

Figure 4. Using lasers to create the displays of 
science fiction, inspired by Star Wars and Star Trek. 

Click on the picture or go to:  
https://youtu.be/N12i_FaHvOU   to view the video.  

Source:  Brigham Young University 

Figure 5 Mojo Vision Sneak Peak. Click on the picture or 
go to: https://www.cnet.com/videos/mojo-vision-gave-me-
a-peek-at-eye-tracking-displays-in-a-contact-lens/  to view 

the video.  Source:  Mojo Vision 
  

https://news.mit.edu/2021/3d-holograms-vr-M0310
https://scitechdaily.com/hologram-experts-can-now-create-real-life-images-that-move-in-the-air-like-a-a-3d-printer-for-light/
https://www.cnet.com/tech/computing/smart-contact-lenses-you-can-control-a-microled-display-with-a-flick-of-your-eyes/
https://www.everycrsreport.com/reports/R45746.html
https://themarkup.org/ask-the-markup/2021/09/02/what-does-it-actually-mean-when-a-company-says-we-do-not-sell-your-data
http://cgh.csail.mit.edu/#:~:text=Tensor%20Holography%20synthesizes%20a%203D,the%20eyes%20of%20the%20bunny.
https://youtu.be/N12i_FaHvOU
https://www.cnet.com/videos/mojo-vision-gave-me-a-peek-at-eye-tracking-displays-in-a-contact-lens/
https://www.cnet.com/videos/mojo-vision-gave-me-a-peek-at-eye-tracking-displays-in-a-contact-lens/
https://www.cnet.com/videos/mojo-vision-gave-me-a-peek-at-eye-tracking-displays-in-a-contact-lens/
https://youtu.be/N12i_FaHvOU
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Mindset) for example, Oracle suffered a data breach in June 2020 that exposed billions of 
user records. H Converged devices generate and consume large amounts of data and the 
projected increased IT spending will increase surface areas for cyber-attacks, physical 
security issues, and data theft. (see Figure 6 for details on current and projected Global 
IoT spending growth) However, with the appropriate use of AI, ML, and other defensive 
measures discussed in previous reports, trust and confidence will continue to grow and 
almost certainly not stop or delay the M2H convergence. 
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were reliable and tended to 
support one another. There was adequate time, and the task was not complex. Because of 
the short time frame of the estimate, this report is sensitive to change due to new 
information. 
 

Author:  LTC Nicole Y. Shadley  

Figure 6 Global IoT spending to grow 24% in 2021 with projection to 2025. Click on the picture or go to:  
https://iot-analytics.com/2021-global-iot-spending-grow-24-percent/ to view the video.  Source:  IOT 

Analytics 

https://www.forbes.com/sites/jessedamiani/2020/06/19/oracles-bluekai-spilled-billions-of-records-of-web-tracking-data/?sh=7b293bfd2c47
https://iot-analytics.com/2021-global-iot-spending-grow-24-percent/
https://iot-analytics.com/2021-global-iot-spending-grow-24-percent/
https://iot-analytics.com/2021-global-iot-spending-grow-24-percent/
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Within 10-15 Years Expansion of 5G Networks Will Likely Enable 
Increased Use Of Augmented, Mixed Reality Systems For Virtual 
Collaboration Eventually Replacing The Cell Phone 
 
Executive Summary 
Within 10-15 years, despite current hardware limitations, there will likely (55-80%) be a 
significant expansion in the use of Augmented Reality (AR) and Mixed Reality (MR) for 
virtual collaboration and eventually replace the cell phone as the preferred mobile device. 
The expansion of AR/MR’s use for virtual collaboration will be due to the expansion of 
low latency 5G networks. 
 
Discussion 
Extended Reality (XR) is the 
overarching term that 
encompasses Virtual Reality 
(VR), AR, and MR (see 
Figure 1). M In VR, the 
system creates a fully 
immersive simulated digital 
environment within which 
the user can interact. M In 
comparison, AR is designed 
to enhance the physical 
world by overlaying virtual 
digital information onto the 
real world; it is not designed 
to create a fully immersive 
experience. M Finally, MR incorporates aspects of VR and AR, where the user can 
interact with virtual objects in the real world, or an immersive VR environment can be 
anchored to and replace objects in the real world. M The site Finances Online, estimates 
that the combined AR and VR market was $12 Billion in 2020 and will to grow to 
approximately $73 Billion by 2024. M   
 
Virtual Reality is a better solution for experiences that require a fully immersive, 
interactive, simulated environment, such as in video gaming. M However, extended use of 
VR systems may create some health risks, such as eyestrain, migraines, motion sickness, 
and falls. M As a result, AR/MR provides a better solution for creating a collaborative 
environment where a user will need to interact with both the real and virtual worlds for 
extended periods of time.  
 

Figure 9. XR - The Future of VR, AR & MR in One Extended 
Reality. Click on picture or go to: 

https://www.youtube.com/watch?v=E0QLVj9FJ0A  to view video.  
Source: Science Time Channel on YouTube. 

https://www.geeksforgeeks.org/what-is-extended-reality/
https://www.analyticssteps.com/blogs/introduction-virtual-reality
https://www.investopedia.com/terms/a/augmented-reality.asp
https://tutorialslink.com/Articles/Difference-Between-AR-VR-MR/973
https://financesonline.com/virtual-reality-statistics/
https://headstuff.org/entertainment/gaming/vr-technology-and-the-gaming-world/
https://lifehacker.com/is-vr-gaming-bad-for-your-health-1848282540
https://www.youtube.com/watch?v=E0QLVj9FJ0A
https://www.youtube.com/watch?v=E0QLVj9FJ0A
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More recently, sophisticated AR/MR Head Mounted Displays (HMD) are enabling a 
wider range of uses for businesses. Two of the most sophisticated AR/MR HMDs 
available today, designed for business enterprise use, are the Microsoft HoloLens 2 and 
the Magic Leap 1. M One company that is leveraging these new HMDs for virtual 
collaboration is Spatial, which has created the Spatial AR collaboration workspace 
application. M The Spatial workplace supports numerous devices, including HoloLens 2 
and Magic Leap, and enables users to collaborate using a variety of MR collaboration 
tools.MM In addition to existing AR/MR HMDs, several companies have announced new 
devices that will be released in the next few years, such as Apple’s AR/VR device, the 
Magic Leap 2, and a partnership between Microsoft and Qualcomm to create new 
lightweight AR glasses. M 
 
The U.S. Army’s closure of a $22 Billion deal in 2021to purchase AR headsets and 
services from Microsoft is another example of the expanded use of this technology; the 
deal includes the purchase of up to $4.2 Billion worth of modified HoloLens 2 headsets. 
M While the Army recently announced delays to fielding the system due to technical 
issues, these new custom headsets are known as the Integrated Visual Augmentation 
System (IVAS) and are designed to provide soldiers a digitally enhanced way to 
collaborate and view the battlefield environment. MM 
 
Hardware shortcomings have been an impediment to wider AR/MR technology use. 
According to Finances Online, the top barrier for adoption is a poor using experience 
caused by bulky hardware and technical issues. M Most current generation HMDs must be 
connected to a processor unit, which makes them bulky and causes them to consume too 
much power. M However, new 5G networks will help address these hardware issues. 
Using 5G technology, most of the data processing can be conducted in the cloud and 
video can be streamed to the HMD using high bandwidth, low latency 5G networks. M 

Offloading the data processing to the cloud will enable HMDs to be smaller, consume 
less power, and deliver a better user experience, which will increase adoption. 
 
According to Forbes.com, future AR/MR/VR technologies will deliver an improved user 
experience that will include full-body haptic suits, the ability to use hand gestures, rather 
than clunky controllers, and eventually result in AR contact lenses. M The company Mojo 
Vision has already developed a prototype AR contact lens that uses a microLED screen, 
wireless communication, and eye tracking technology to create text overlays for the user. 
M Some analysts believe that AR glasses will eventually replace cell phones as the 
predominant mobile device of the future. MM  
 
 
 

https://www.wareable.com/ar/the-best-smartglasses-google-glass-and-the-rest
https://www.uctoday.com/collaboration/introducing-spatial-ar-collaboration/
https://www.uctoday.com/collaboration/introducing-spatial-ar-collaboration/
https://www.youtube.com/watch?v=PG3tQYlZ6JQ
https://www.cnet.com/tech/computing/vr-and-ar-looked-to-the-metaverse-at-ces-2022/
https://www.forbes.com/sites/moorinsights/2021/04/06/why-microsoft-won-the-22-billion-army-hololens-2-ar-deal/?sh=56b9d4105d43
https://www.defenseone.com/technology/2021/10/army-delays-ivas-display-headset-year/186217/
https://www.youtube.com/watch?v=XTV13SDWB-g
https://financesonline.com/virtual-reality-statistics/
https://www.ericsson.com/en/reports-and-papers/ericsson-technology-review/articles/xr-and-5g-extended-reality-at-scale-with-time-critical-communication
https://www.ericsson.com/en/reports-and-papers/ericsson-technology-review/articles/xr-and-5g-extended-reality-at-scale-with-time-critical-communication
https://www.forbes.com/sites/bernardmarr/2021/06/04/future-predictions-of-how-virtual-reality-and-augmented-reality-will-reshape-our-lives/?sh=27b0dfad68b4
https://techcrunch.com/2022/03/30/mojo-vision-takes-another-step-toward-ar-contact-lenses-with-new-prototype/
https://www.cnbc.com/2021/02/20/apple-facebook-microsoft-battle-to-replace-smartphone-with-ar.html
https://www.wearelivid.com/blog/how-ar-glasses-will-replace-cell-phones-as-the-mobile-device-of-the-future/
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Analytic Confidence 
Overall analytic confidence in this estimate is moderate. The analyst had adequate time 
and the task was simple. While several sites provided similar definitions for VR, AR, and 
MR, it was common for articles to refer to all three categories as a single technology. 
This was particularly prevalent when articles addressed AR and MR as a single 
technology, sometimes referring to MR as an extension or evolution of AR. Additionally, 
forecasts on the direction of hardware development were consistent, but adoption 
timelines were difficult to predict, since widespread adoption will also depend on 
developers that will need to create applications for the new hardware. 
 

Author:  COL Anthony Pollio 
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AI Enabled, Decentralized, Personal Companion Technologies 
Likely To Strengthen Trust And Augment Private Information 
Sharing Capability By 2037 
 
Executive Summary 
Despite challenges of nascent technology developments and privacy concerns, it is likely 
(55-80%) that Artificial Intelligence (AI) enabled, decentralized, personal companion 
technologies will proliferate at scale in the next 10-15 years. Personal companions (also 
referred to as virtual assistants, digital assistants, or AI assistants) provides a means for 
seamless activation of application support, enabling a user to immediate access a host of 
programs for analysis and problem solving. Personal companions are programs that 
understand natural language voice commands, the user environment, and completes tasks 
for the user. As technologies coalesce and personal companion capacities advance, it is 
viable by 2037 that both private and public sectors will leverage for partner building. 
Personal companions will provide discreet abilities for stakeholders to better understand 
nuances of an operating environment, triage priorities, recall data and historical context, 
and quickly analyze solutions to establish, build and strengthen trust across multiple 
parties.  All while securing sensitive private information and sharing specific visual 
information to intended parties as needed, even though others are present.   
 
Discussion 

Artificial Intelligence-powered digital 
assistants are growing in popularity, with 
names like Apple Siri, Google Assistant, 
Amazon Alexa, and Microsoft Cortana 
gaining significant market attention (see 
Figure 1). M  
 
Currently, there are numerous different 
types of AI virtual assistants ranging from 
chatbots, voice assistants, AI avatars, to 
domain-specific virtual assistants. H As 

with portable technological advancements, digital assistance programming concepts are 
evolving to become “virtual personal companions” who are able to travel with a user to 
help process vast amounts of information quickly to derive useful insights. M  Beyond AI, 
the primary technologies upon which personal companions hinge on include Machine 
Learning, Cognitive Computing, Text-to-speech, Speech Recognition, Computer Vision, 
and Augmented Reality. M  

Figure 1. Artificial Intelligence Powered Digital 
Assistants. Click on picture or go to: 

https://medium.com/voice-tech-podcast/artificial-
intelligence-powered-digital-assistants-1e0bdf108641 

to read more.  Source: Medium.com 

https://usarmywarcollege-my.sharepoint.com/personal/troy_alexander_mil_armywarcollege_edu/Documents/Decentralized%20and%20Self-Sovereign%20Identity:%20Systematic%20Mapping%20Study%20|%20IEEE%20Journals%20&%20Magazine%20|%20IEEE%20Xplore
https://usarmywarcollege-my.sharepoint.com/personal/troy_alexander_mil_armywarcollege_edu/Documents/Decentralized%20and%20Self-Sovereign%20Identity:%20Systematic%20Mapping%20Study%20|%20IEEE%20Journals%20&%20Magazine%20|%20IEEE%20Xplore
https://usarmywarcollege-my.sharepoint.com/personal/troy_alexander_mil_armywarcollege_edu/Documents/Decentralized%20and%20Self-Sovereign%20Identity:%20Systematic%20Mapping%20Study%20|%20IEEE%20Journals%20&%20Magazine%20|%20IEEE%20Xplore
https://usarmywarcollege-my.sharepoint.com/personal/troy_alexander_mil_armywarcollege_edu/Documents/Decentralized%20and%20Self-Sovereign%20Identity:%20Systematic%20Mapping%20Study%20|%20IEEE%20Journals%20&%20Magazine%20|%20IEEE%20Xplore
https://usarmywarcollege-my.sharepoint.com/personal/troy_alexander_mil_armywarcollege_edu/Documents/Decentralized%20and%20Self-Sovereign%20Identity:%20Systematic%20Mapping%20Study%20|%20IEEE%20Journals%20&%20Magazine%20|%20IEEE%20Xplore
https://usarmywarcollege-my.sharepoint.com/personal/troy_alexander_mil_armywarcollege_edu/Documents/Decentralized%20and%20Self-Sovereign%20Identity:%20Systematic%20Mapping%20Study%20|%20IEEE%20Journals%20&%20Magazine%20|%20IEEE%20Xplore
https://usarmywarcollege-my.sharepoint.com/personal/troy_alexander_mil_armywarcollege_edu/Documents/Decentralized%20and%20Self-Sovereign%20Identity:%20Systematic%20Mapping%20Study%20|%20IEEE%20Journals%20&%20Magazine%20|%20IEEE%20Xplore
https://www.w3.org/2019/08/did-wg-charter.html
https://medium.com/voice-tech-podcast/artificial-intelligence-powered-digital-assistants-1e0bdf108641#:~:text= These intelligent assistants work as follows%3A ,the digital assistant might access various... More 
https://mobidev.biz/blog/ai-virtual-assistant-technology-guide
https://mobidev.biz/blog/5-essential-machine-learning-techniques
https://mobidev.biz/blog/ai-virtual-assistant-technology-guide#:~:text=Intelligent%20Virtual%20Assistants%20(IVA)%20also,modular%20databases%20and%20plug%2Dins.
https://medium.com/voice-tech-podcast/artificial-intelligence-powered-digital-assistants-1e0bdf108641
https://medium.com/voice-tech-podcast/artificial-intelligence-powered-digital-assistants-1e0bdf108641
https://medium.com/voice-tech-podcast/artificial-intelligence-powered-digital-assistants-1e0bdf108641
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There are several apps, powered by AI and 
machine learning (ML), that are normalizing a 
superior intelligence ‘virtual companion’ 
which can not only help in day-to-day 
activities but also play the role of a friend or 
even emotional health assistant (see Figure 2). 
M  
 
The key technologies behind widening 
personal companion availability are already in 
use. M Examples of tailored tasks include 
controlling devices at home, initiating phone 
calls or text messages, getting answers to 
questions without having to look up reference 
materials or getting up-to-date information 
about several subjects like weather or traffic. 
M 

 
The COVID-19 pandemic and related 
lockdowns have made the average consumer more willing to interact with businesses in 
general digitally. M  Companies are widely integrating AI technologies and end-users 
utilizing AI assistant technology can be found in the healthcare, telecommunications, 
travel and hospitality, retail, banking, financial services and insurance sectors. H  In the 
healthcare industry alone, research published by MarketsandMarkets M projects that the 
healthcare artificial intelligence market is expected to grow $7.9 billion in 2022 as the 
industry seeks private, secure methods to improve patient outcomes and reduce 
healthcare costs. H  To stay relevant as in-person banking declines, the banking industry 
is investing in conversational virtual assistant applications that can go beyond a FAQ 
scenario to handle complete transactions — from changing an address to cancelling a 
payment and updating a standing order to identifying and resolving a specific need. M   
 
Several start-ups are showcasing emergent technologies that incorporate current 
technology with nascent algorithms that provide emotional H and situational awareness 
analysis to provide near-real time analysis and engagement feedback. For example, start-
up companies such as Bluecap has a personal companion that joins meetings and acts as a 
personal assistant with the capacity of providing secure, encrypted data protection while 
taking notes, recording calls, and helping a user stay focused on participant behavior, 
providing an executive summary, key takeaways, and a deep analysis of topics. M 
OneLawAI’s conversational virtual assistant offers legal offices a scalable solution to 
bolster sales lead generation and provide AI driven legal research to legal teams. M  

Figure 2. Concept of Personal Companion 
underway by Gatebox Research Laboratory. Click 
on picture or go to: https://youtu.be/nkcKaNqfykg 

to view video.  Source: Gatebox Channel on 
YouTube. 

https://analyticsindiamag.com/meet-my-ai-friend-top-apps-for-virtual-companionship/
https://medium.com/voice-tech-podcast/artificial-intelligence-powered-digital-assistants-1e0bdf108641#:~:text= These intelligent assistants work as follows%3A ,the digital assistant might access various... More 
https://medium.com/voice-tech-podcast/artificial-intelligence-powered-digital-assistants-1e0bdf108641#:~:text= These intelligent assistants work as follows%3A ,the digital assistant might access various... More 
https://thefinancialbrand.com/126189/the-future-of-conversational-ai-in-banking-chatbot-trend/
https://mobidev.biz/blog/ai-virtual-assistant-technology-guide
https://www.marketsandmarkets.com/Market-Reports/artificial-intelligence-healthcare-market-54679303.html
https://www.business2community.com/brandviews/seismic/role-artificial-intelligence-patient-engagement-01853123
https://thefinancialbrand.com/126189/the-future-of-conversational-ai-in-banking-chatbot-trend/
https://ieeexplore.ieee.org/document/9105931
https://www.bluecap.ai/
https://onelawai.com/
https://youtu.be/nkcKaNqfykg
https://youtu.be/nkcKaNqfykg
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The pandemic has retailers adapting business 
models as well, seeking interactive, 
immersive customer experiences M that build 
trust and support sales teams ability to 
develop relationships. Remarkably, 
nanotechnology advancements are creating 
space to take personal companions beyond 
audio to a portable audio-visual experience 
using “smart” devices like glasses and 
contact lenses. M InWith and MojoLens are 
two contact lens companies developing 
integrated visual assistance. M InWith aims to provide the first soft smart contact lens that 
could deliver real-time information directly to your eyes. H MojoLens is on the cusp of 
developing a hard contact lenses that will quietly provide a user with essential visual data 
while engaged in events, cultural cues when meeting people, and secure talking points 
during a presentation, all without holding a device or looking down at a screen (see 
Figure 3). M These types of technologies offer the eventual potential of presenting 
personal, private 3D AI avatars to give a human touch to virtual interactions. H 
 
There are limitations and challenges of AI-based personal companions, specifically with 
regards to nascent technology developments, privacy and security. M Currently, virtual 
assistants employ a limited amount of intelligence that is configured to meet certain 
niches (i.e. customer service) and personal companions require incorporation of multiple 
technologies M to provide location-based experiences that are engaging, accurate, real-
time and scalable. L Controversial data handling policies by companies like Meta 
(Formerly Facebook) have stoked fears of corporate overreach and privacy concerns after 
the events of high-profile whistleblower scandals. M Consequently, governance initiatives 
such as the European Union’s General Data Protection Regulation (GDPR) H are 
underway that will provide the requirements of privacy and data protection. H 
 
Despite these limitations, to facilitate machine-mediated communication, many tech 
giants (e.g. Google’s Siri and Amazon’s Alexa) are spending a great deal of time and 
effort on finding proper sensors that can empower digitized personal companions to 
interpret our emotion, M provide situational analysis, and provide real-time decisions or 
recommendations based on tailored algorithms to match a user.  
 

Figure 3. MojoLens contact lens. Click on picture or 
go to: https://youtu.be/61QNTWE54QU  to view 

video.  Source: Mixed Channel on YouTube. 

https://www.theweeklyjournal.com/business/the-metaverse-a-parallel-reality-or-the-future-of-retail/article_db86c3fc-b04d-11ec-a003-87faa840e889.html
https://www.digitaltrends.com/features/augmented-reality-contact-lenses-vision/
https://www.digitaltrends.com/features/augmented-reality-contact-lenses-vision/
https://www.cnet.com/science/inwith-promises-worlds-first-smart-contact-lens/
https://www.mojo.vision/mojo-lens/
https://www.hindawi.com/journals/wcmc/2021/5098992/
https://medium.com/voice-tech-podcast/artificial-intelligence-powered-digital-assistants-1e0bdf108641#:~:text= These intelligent assistants work as follows%3A ,the digital assistant might access various... More 
https://medium.com/voice-tech-podcast/artificial-intelligence-powered-digital-assistants-1e0bdf108641#:~:text= These intelligent assistants work as follows%3A ,the digital assistant might access various... More 
https://www.mist.com/bluetooth-le-and-beacons/
https://mobidev.biz/blog/ai-virtual-assistant-technology-guide
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R0679&from=EN
https://mobidev.biz/blog/gdpr-compliant-software-development-guide
https://becominghuman.ai/what-happens-when-artificial-intelligence-can-read-our-emotion-in-virtual-reality-305d5a0f5500
https://youtu.be/61QNTWE54QU
https://youtu.be/61QNTWE54QU


53 
 

Universities are applying 
resources as well. H At 
Stanford’s H Open Virtual 
Assistant Lab (OVAL), H 
researchers are 
developing methods to 
decentralize H personal 
companion platforms.   
 
Their novel approach 
aims of dramatically 
widen the competition 
and protect privacy and 
is comparatively 
inexpensive, since an 
open-source platform allows numerous users contribute code or skill sets to a shared 
repository (see Figure 4). H 
 
Although personal companion technology providers compete for niche space that is 
generally tied to a particular device, the variety of these emerging technologies will 
coalesce. M  Additionally, nondescript portability M will advance to provide users a 
decentralized means to maintain connection to these intelligent agents any time and 
place. M  Hence, allowing users the capacity to leverage real-time system support that 
perceives its environment, provides personal analytical recommendations, and can take 
actions that maximize its chance of achieving an operator’s goals. M  
 
Several indicators ranging from research development and market growth to growing 
social acceptance since the COVID19 pandemic are driving emergent use of personal 
companions. H Given applicability across multiple industries and the progress of 
integrating technologies, H combined with the nascent capacity to privately provide 
contextual analysis and advice directly to a user, is likely personal companions will reach 
scalable adoption in the next 10-15 years. As such, by 2037, personal companions will 
likely be widely available for military use, providing secure, discreet capacities to better 
understand nuances M of an operating environment, triage priorities, recall data and 
historical context, and quickly analyze solutions to establish, build and strengthen trust 
across multiple parties.  
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were reliable and 
corroborated one another. There was adequate time, however, the concepts and variety of 

Figure 4. The First Conversational Agent Able to Learn from Open-Ended 
Human Feedback. Click on picture or go to: https://oval.cs.stanford.edu/ to 

read more.  Source: Stanford Open Virtual Assistant Lab. 

https://journals.sagepub.com/doi/full/10.1177/2332858417749220
https://youtu.be/6ZMXE5PXPqU
https://oval.cs.stanford.edu/
https://cra.org/wp-content/uploads/2018/07/CRA-Lam.pdf
https://hai.stanford.edu/news/open-source-challenger-popular-virtual-assistants
https://mobidev.biz/blog/ai-virtual-assistant-technology-guide#:~:text=Intelligent%20Virtual%20Assistants%20(IVA)%20also,modular%20databases%20and%20plug%2Dins.
https://youtu.be/61QNTWE54QU
https://youtu.be/nkcKaNqfykg
https://youtu.be/rF2u7RTPsHI
https://www.zdnet.com/article/ai-powered-virtual-assistants-and-future-of-work/
https://ieeexplore.ieee.org/document/9105931
https://youtu.be/rF2u7RTPsHI
https://oval.cs.stanford.edu/
https://oval.cs.stanford.edu/
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terms associated with personal companions (e.g. virtual assistants, digital assistants, AI 
assistants, personal avatars, etc.) are vast, inconsistent and evolving. The analyst worked 
alone and did not use a structured method. The sources varied and included academic 
journal articles, tech journals, blogs and developer business websites. Given the lengthy 
time frame of the estimate, this report is sensitive to change due to new information. 
 

Author:  COL Troy Alexander  
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Machine Common Sense Likely To Enable Dynamic, Learning 
Networks Capable Of Communicating With Users By 2037 
 
Executive Summary 
Even though computer scientists and psychologists lack a mathematical model of 
consciousness and the likelihood of machine consciousness in the next 15 years is remote 
(1-15%), because of current research efforts in academia and business, it is likely (56-
70%) that Machine Common Sense (MCS) will be realized by 2037 and enable networks 
to learn from unique situations, apply a decision-making model, and communicate with 
human end users. Academia is researching two MCS paths; mining large-scale data and 
developing a toddler cognition model. Business research is interested in developing MCS 
to rely less on bottom-up data and more on top-down reasoning that closely resembles the 
way humans approach problems and tasks. Achieving MCS will fundamentally change 
the AI space, allowing AI applications to make decisions under unique environmental 
conditions, learn from new situations, and communicate naturally with people. 
 
Discussion 
True machine consciousness is likely (56-70%) several decades from being realized. A 
significant obstacle in the pursuit of machine consciousness is both the lack of a 
universally accepted definition of consciousness and a construct to determine 
consciousness through behavioral observations. H  In other words, if we are not able to 
understand how AI processes information, we will never be able to assess consciousness 
of AI objectively. M 
 
Academic research has thus focused on the more attainable goal of developing machine 
common sense. Current AI functionality lacks human common sense. Humans do not 
explicitly express common sense because there is no need to state the obvious. H  Humans 
are usually not conscious of the commonsense assumptions that underlie every statement 
and action. H This tacit background knowledge includes intuitive physics, intuitive 
psychology, and an understanding of the common facts that an average adult possesses. H 
Machines not only lack this basic background knowledge, but the pervasive nature of 
common sense makes it difficult to articulate and encode in machines. H  

https://arxiv.org/pdf/1707.06257.pdf
https://www.frontiersin.org/articles/10.3389/fncom.2020.556544/full
https://arxiv.org/pdf/1810.07528.pdf
https://arxiv.org/pdf/1810.07528.pdf
https://arxiv.org/pdf/1810.07528.pdf
https://arxiv.org/pdf/1810.07528.pdf
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The two most promising research paradigms are mining data from the world wide web 
and designing a computational model based on toddler cognition. Mining common sense 
from massive amounts of data and applying it in intelligent systems, in several respects, 

appears to be the 
next frontier in 
computing. H 
Developed at 
Carnegie Melon 
University, M 

NELL and NEIL 
scour the internet 
24 hours a day to 
lean though text 
and image 
extraction. As 
shown in Figure 1, 

mining data uses the NELL and NEIL data mining techniques to crawl the web 
constantly. H The inputs to NELL include an initial seed ontology defining hundreds of 
categories and relations that NELL reads about and 10 to 15 seed examples of each 
category and relation. H Given these inputs and access to the Web, NELL runs 
continuously to extract new instances of classes and relations. H The primary drawback to 
this technique is the lack of flexible, perceptually grounded concept representations, like 
those found in human cognition. H   
 
The second promising paradigm is modeling childhood cognition. Led by Dr. Elizabeth 
Spelke at Harvard University, M  childhood cognition researchers have years of 

experimental results that allow them to map children's cognitive capacities. Cognitive 
development researchers can provide empirical and theoretical guidance for building 
intelligent machines that think and learn like children. Psychologists have intensively 
studied children's knowledge in six domains (see Table 1), and some believe that each of 
these domains constitutes a distinct and relatively autonomous knowledge system. The 
Theory of Core Knowledge codifies this idea. H Developmental psychologists agree, 
however, that abilities to reason about objects, agents, places, numbers, geometry, and the 

Figure 10: Learning MCS From the Web. Click on figure or got to 
https://www.darpa.mil/attachments/Final-MCS-PD-2018-10-18-prog-page.pdf 

Table 1. Theory of Core Knowledge. Click on figure or got to 
https://www.darpa.mil/attachments/Final-MCS-PD-2018-10-18-prog-page.pdf 

http://ai2-website.s3.amazonaws.com/publications/09_reports_Tandon.pdf
http://rtw.ml.cmu.edu/rtw/
http://ai2-website.s3.amazonaws.com/publications/09_reports_Tandon.pdf
http://ai2-website.s3.amazonaws.com/publications/09_reports_Tandon.pdf
http://ai2-website.s3.amazonaws.com/publications/09_reports_Tandon.pdf
http://ai2-website.s3.amazonaws.com/publications/09_reports_Tandon.pdf
https://psychology.fas.harvard.edu/people/elizabeth-s-spelke
http://ai2-website.s3.amazonaws.com/publications/09_reports_Tandon.pdf
https://www.darpa.mil/attachments/Final-MCS-PD-2018-10-18-prog-page.pdf
https://arxiv.org/pdf/1810.07528.pdf
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social world, as described in the Theory of Core Knowledge, emerge early and serve as 
crucial foundations for later learning. H 
 
Over the next 10 years research indicates the paradigm of AI will shift focus from the 
artificial component of AI to the intelligence component of AI. M AI will rely less on 
bottom-up data and instead on top-down reasoning that more closely resembles the way 
humans approach problems and tasks. M  This general reasoning ability will enable 
broader application of AI, creating opportunities for early business adopters across new 
and unexpected activities. M   
 
The pursuit of MCS will impact all aspects of AI. If either academic, private sector, or 
government research can produce a viable MCS service, there are four areas where MCS 
will likely (56-70%) have the most significant impact. The first is sensemaking. MCS 
will increase AI ability to interpret and understand real-world situations from remote 
sensors and data. H The second is monitoring the reasonableness of machine actions. 
MCS will enable AI applications to monitor the reasonableness (safety) of an AI 
application's actions and decisions, even in novel situations. H The third is human‐
machine collaboration. MCS will enable more effective communication and cooperation 
between machines and humans. H  The fourth area is transfer learning (adapting to new 
situations). MCS will provide the foundation for AI to learn new domains and adjust to 
new conditions without specialized training or programming. H  Although information 
regarding the current research efforts of the sensemaking and monitoring reasonableness 
of machine actions is scarce, it is reasonable that these will follow the solution of human 
machine collaboration and transfer learning problem sets. Automated machine learning 
(AutoML) is a research area that is trying to develop AI applications that can select the 
best algorithms to analyze new data sets without human intervention. The goal of much 
of the AutoML research is to automate machine learning and bring efficiency to current 
human-machine collaboration. H 

 
The biggest challenge to MCS development is not fully understanding human cognition 
and how humans develop common sense. M  Computer scientists must computationally 
support any unified theory of cognition. In other words, computer scientists will have to 
create a mathematical model of common sense to impart this characteristic to the 
machine. H However, if AI is ever to reach a machine consciousness, MCS is the 
steppingstone to that achievement.  University of Sussex and Massachusetts Institute of 
Technology are two universities researching this problem. University of Sussex is 
building computational models that aim to explain subjective properties of experience in 
terms of neural mechanisms as well as developing innovative analysis methods based on 
information theory to derive ‘measures’ of consciousness. M Massachusetts Institute of 
Technology (MIT) Mind Machine Project goal is to reconcile natural intelligence with 

http://ai2-website.s3.amazonaws.com/publications/09_reports_Tandon.pdf
https://hbr.org/2019/01/the-future-of-ai-will-be-about-less-data-not-more
https://hbr.org/2019/01/the-future-of-ai-will-be-about-less-data-not-more
https://hbr.org/2019/01/the-future-of-ai-will-be-about-less-data-not-more
https://arxiv.org/pdf/1810.07528.pdf
https://arxiv.org/pdf/1810.07528.pdf
https://arxiv.org/pdf/1810.07528.pdf
https://arxiv.org/pdf/1810.07528.pdf
https://arxiv.org/pdf/2008.08516.pdf
https://www.frontiersin.org/articles/10.3389/fncom.2020.556544/full
https://arxiv.org/pdf/1707.06257.pdf
https://www.sussex.ac.uk/research/centres/ai-research-group/research/consciousness
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machine intelligence, and in doing so develop and engineer a class of intelligent 
machines. M MIT is working to develop a software model capable of understanding 
human social contexts, the signposts that establish these contexts, and the behaviors and 
conventions associated with them. M 
 
Other approaches utilize virtual and augmented reality (VR/AR) to investigate more ‘real 
world’ conscious perception, and in particular to understand how perceptions of the body 
and the self are formed. Overall, our research draws on a wide range of disciplines from 
philosophy to mathematics to cognitive neuroscience, generating new insights into one of 
our oldest problems. 
 
Today's artificial intelligence systems are overly sensitive and fragile. The development 
of machine common sense would allow researchers to apply AI technology beyond the 
current boundaries of niche environments. M Not only must researchers realize MCS on 
the way to true machine consciousness, but it is also likely to happen in the next 15 years. 
M Without common sense attributes, machines are limited in their ability to perform basic 
human tasks such as rational decision-making under unique environmental conditions, 
learning from new situations, and communicating naturally with people. H 
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. However, the sources were very 
reliable and corroborated one another. There was adequate time, but the analyst worked 
alone and did not use a structured method. Many sources were peer-reviewed academic 
journal articles, government .mil websites, and respected business periodicals. 
Furthermore, given the lengthy time frame of the estimate, this report is sensitive to 
change due to new information. 
 

Author:  COL Greg Pavlichko  
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Differential Privacy Highly Likely To Provide Data-Anonymity  
Enabling Secure and Private Collaboration Across 
Organizational Boundaries Within 5-10 Years  
 
Executive Summary 
Despite policy concerns that implementation of differential privacy would create an 
overly restrictive standard for data research and that the technique could change data so 
that it's not reflective of the actual dataset, it is highly likely (71-85%) that differential 
privacy will become a principal mainstream, modernized approach of cybersecurity to 
protect personal data at scale in the next 15 years. Differential privacy is a technique that 
adds noise to data in a very prescribed, mathematically rigorous way that preserves the 
properties of the overall data while hiding individual identities. This privacy preservation 
technique has widespread implications for many industries requiring data privacy and 
security. Efforts by private industry and the US Census Bureau to incorporate this novel 
solution make this technique viable in the next 15 years.  
 
Discussion 
First developed in 2006 by Cynthia Dwork, Frank McSherry, Kobbi Nissim and Adam 
Smith, differential privacy (also known as “epsilon indistinguishability”) M seeks to 
guarantee privacy of data sources. Irrespective of the decision whether to participate, 
differential privacy gleans applicable information potential data source without direct 
traceability. H  
 
Differential privacy can be thought of 
as a technique that an algorithm uses 
for maintaining an individual’s 
privacy. H  It does this by effectively 
adding “noise” to data-sets, so that it 
is impossible to reverse engineer it. H 
(see Figure 1) 
 
This differential privacy gives 
participants (and nonparticipants) in 
the database a form of plausible 
deniability: they could always deny that their data was used or even that they participated 
(or did not participate), and an observer would have almost no evidence either way. H  
 
The U.S. Census Bureau is using differential privacy as the method for the 2020 census 
disclosure control in public use data products, which represents a radical departure from 
current practice. H Differential privacy allows the Bureau to legally guarantee household 

Figure 1. Differential Privacy: What? So What? Now What? 
Click on picture or go to: https://youtu.be/NRf6sUk1bv0 to 
view video. Source: UC Berkeley Center for Long-Term 

Cybersecurity on YouTube. 

https://www.brookings.edu/techstream/using-differential-privacy-to-harness-big-data-and-preserve-privacy/
https://pubs.aeaweb.org/doi/pdfplus/10.1257/jep.28.2.75
https://towardsdatascience.com/applications-of-differential-privacy-to-european-privacy-law-gdpr-and-machine-learning-141938975a68
https://www2.deloitte.com/content/dam/insights/articles/US164706_Tech-trends-2022/DI_Tech-trends-2022.pdf
https://pubs.aeaweb.org/doi/pdfplus/10.1257/jep.28.2.75
https://www.aeaweb.org/articles?id=10.1257/pandp.20191107
https://youtu.be/NRf6sUk1bv0
https://youtu.be/NRf6sUk1bv0
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privacy while using statistics for drawing legislative districts, determining the distribution 
of federal funds for government programs, and sharing extensively with social scientists. 
H  
 
The European Union H and Australia, H have adopted or are considering the adoption of 
differential privacy. The EU is reviewing differential privacy as an emerging standard for 
companies to ensure privacy when using, storing, and processing data about people. The 
goal is to give people more control over what companies know about them and 
standardize those practices across Europe. H The Australian Bureau of Statistics is also 
currently exploring differential privacy methods and synthetic data methods as potential 
additions to augment their methods of ensuring protecting privacy and secrecy of data 
providers. H 
 

The National Institute of Standards and Technology is reviewing measurements to 
establish the best algorithms to address concerns that differential privacy may hide some 
trends or that some of the techniques used could change the data in some way such that 
it's not reflective of the actual dataset. H (see Figure 2)  
 

Differential privacy gives the 
processor significantly more freedom 
by transforming personal data into 
aggregate data, allowing a work 
around to use less restrictive laws 
governing aggregate data than the 
laws governing personal data. 
 
Analytic Confidence 
The analytic confidence for this 
estimate is high. Sources were very 

reliable and corroborated one another. There was adequate time, but the analyst worked 
alone and did not use a structured method. Many of the sources were peer-reviewed 
academic journal articles, government .mil websites, and videos by the differential 
privacy developers. Given the lengthy time frame of the estimate, this report is sensitive 
to change due to new information. 
 

Author:  COL Troy Alexander  

Figure 2. What is Differential Privacy? Click on picture or go 
to: https://www.nist.gov/video/what-differential-privacy to 

view video. Source: NIST.gov 

https://www.aeaweb.org/articles?id=10.1257/pandp.20191107
https://arxiv.org/abs/2012.09775
https://jameshbailie.github.io/Papers/papers/UNECE2019.pdf
https://towardsdatascience.com/applications-of-differential-privacy-to-european-privacy-law-gdpr-and-machine-learning-141938975a68
https://jameshbailie.github.io/Papers/papers/UNECE2019.pdf
https://www.nist.gov/blogs/taking-measure/differential-privacy-qa-nists-mary-theofanos
https://www.nist.gov/video/what-differential-privacy
https://www.nist.gov/video/what-differential-privacy
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Technologically Advanced Militaries Likely To Integrate AI-
Driven Ambient Clinical Intelligence Technologies To Augment 
The Internet Of Military Things By 2027 
 
Executive Summary 
By 2027, technologically advanced militaries are likely (55-85%) to integrate 
technological advances in AI-driven Ambient Clinical Intelligence (ACI) to augment the 
Internet of Military Things (IOMT). ACI leverages contactless sensors embedded in 
health-care settings to collect data AI machine learning algorithms then processes to 
make recommendations to clinicians to improve decision making and reduce 
administrative burdens. Despite persistent patient mistrust in AI generated medical 
recommendations, ACI has potential for military adaption to improve interrogations, 
interviews, tactical questioning, detainee monitoring, report writing, and record keeping.  
 
Discussion 
Ambient Clinical Intelligence (ACI) builds upon Ambient Intelligence (AmI), defined as 
sensor networks, pervasive computing, and artificial intelligence that create electronic 
environments sensitive and responsive to the presence of people. These electronic 
environments provide continuous and unobtrusive monitoring and understanding of 
actions in physical environments. H ACI involves using contactless sensors and contact-
based wearable devices embedded in health-care settings to collect data – including 
imaging data of physical spaces, audio data, or body temperature - coupled with machine 
learning algorithms to efficiently and effectively interpret this data (see Figure 1). H The 
COVID-19 pandemic accelerated pushes for ACI development due to the additional 
demand on an already strained healthcare industry resulting in increased documentation 
burdens, worsened clinician burnout rates, and additional labor shortages. M  

 

For voice-base AI audio sensors, ACI developed by Nuance is capable now of capturing 
and contextualizing multi-party conversations ambiently and distinguishing between the  

 Figure 1. Examples of sensor data collection for ambient clinical intelligence 

https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.430.3913&rep=rep1&type=pdf
https://www.sciencedirect.com/science/article/pii/S2589750020302752#fig1
https://whatsnext.nuance.com/healthcare/how-voice-based-ai-will-transform-care-delivery/
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provider, patient, and others - staff, family members - engaging in the conversation. H 
This technology reduces the amount of time doctors spend on administrative tasks such 
as documenting encounters and frees them to focus on developing care protocols and 
caring for a greater number of patients. ACI is replacing human medical scribes 
healthcare providers currently use to create a record of each doctor-patient encounter. 
And, ACI systems can rapidly and cheaply scale up to meet increasing need, unlike 
human scribes. M Ambient Clinical Intelligence advances during the past two years have 
moved beyond simple capture of doctor-patient discussions to immediate generation of 
accurate clinical notes that are properly formatted for direct input into the patient’s 
Electronic Health Record (EHR) (see Figure 2). H Army developers could similarly 
program AI to rapidly create meeting notes, records, and reports that are currently 
compiled by hand and created by manually by individuals. 
 

Data scientists, researchers, and AI developers are also working to add sensory and signal 
data to samples of patient voice interactions to detect disease, injury, mental illness, and 
other insights about the individual. M ACI devices are also capable of providing 
immediate recommendations to support doctor decision making during the exam based 
on an immediate review of the patient’s medical history and analysis of the data collected 
during the encounter. H These technologies have direct applicability in military healthcare 
settings, including during detainee operations. ACI could assisted interrogators by 
providing near real-time analysis of detainee biometrics and reporting history to identify 
consistencies or inconsistencies.  
Google and care.ai recently formed a partnership to leverage self-driving car technology 
to create “Self-Aware Rooms” for monitoring patients in healthcare settings. They seek 
to “prevent avoidable falls, protocol breaches medical errors, and improve staff 
efficiency.” M Each Self-Aware Room is equipped with ambient sensors that combine a 
machine learning platform and a library of human behavioral data with Google's Edge 
technology. The Edge AI enables the sensor to monitor behavior and send predictive 

Figure 2. Examples of Electronic Health Record 

https://www.nuance.com/content/dam/nuance/en_us/collateral/healthcare/data-sheet/ds-ambient-clinical-intelligence-en-us.pdf
https://whatsnext.nuance.com/healthcare/ambient-clinical-intelligence-replacing-scribes/
https://www.nuance.com/content/dam/nuance/en_us/collateral/healthcare/data-sheet/ds-ambient-clinical-intelligence-en-us.pdf
https://www.himss.org/global-conference/session-whats-next-ambient-ai-patient-care
https://www.nature.com/articles/s41586-020-2669-y
https://www.beckershospitalreview.com/innovation/new-google-partnership-brings-self-driving-car-tech-to-hospital-rooms.html
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alerts to the staff that the partnership claims can “monitor, predict, and infer behaviors 
using billions of data points in real-time.” M This technology could also be applied in 
military settings where persistent observations of humans is desired, including detention 
areas. Ambient clinical intelligence technology could also be leveraged to provide 
oversight in sensitive areas to prevent abuses like those at Abu Ghraib that could have 
strategic implications. M 
 
Google Health initiatives have progressed their AI ACI on a related healthcare problem –
data that often requires manual review because it is complex, unstructured, and 
unorganized. Google Health leverages advances in natural language processing (NLP) AI 
to understand the context in which medical notes are written. Using a vocabulary of tens 
of thousands of medical conditions, Google organizes unstructured data by 
algorithmically analyzing medical notes. Importantly, sources can be inputted as 
incomplete sentences, shorthand, or include misspelled words. M  Amazon’s Transcribe 
Medical seeks to provide similar services to improve efficiency in healthcare. M These 
ACI initiatives, coupled with edge computing, could assist with real-time sorting, 
categorizing, and understanding captured material following capture and site exploitation. 
H 
 
Analytic Confidence 
This is a moderate confidence estimate. The reliability of sources is moderate, 
information and assessments from multiple sources were consistent, however, theoretical 
predictions varied and much of the technology remains unproven. Most sources were 
industry papers and news articles and not peer-reviewed academic journals. And very few 
sources made predictions on timing for development or adoption of ACI technology. 
 

Author:  LTC Patrick Hofmann  
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Automated Machine Learning Highly Likely To Expand AI 
Proliferation To Include Widespread Use In Military By 2037 
 
Executive Summary 
Despite Automated Machine Learning (AutoML) only recently becoming a focus of 
research as a derivative of deep learning, a lack of fully functional end products, and a 
lack of trust in AutoML end to end pipelines, by virtue of automated machine learning 
reducing human involvement in the development of machine learning algorithms, the 
development and identification of four important process engines, and reducing barriers 
to entry, it is highly likely (71%-85%) that AutoML will expand AI proliferation across 
multiple sectors to include the military by the year 2037. AutoML is a subfield of deep 
learning where the AI optimizes the machine learning models with little or no human in 
the loop. AutoML reduces the need for data scientists, increasing availability of artificial 
intelligence and machine learning to sectors and industries that do not have a high density 
of previously required skillsets.  
 
Discussion 
Automated machine learning is a relatively new field of research, a subset of deep 
learning, that is driven by both academic and industry interest. H  AutoML research is 
focused on how to improve computer vision, data mining and natural language 
processing. H  As shown in Figure 1, AutoML designed to automate methods for model 
selection or hyper parameter optimization. H  AutoML significantly improves the 
efficiency of Machine Learning and has achieved considerable successes in recent years.  

AutoML is currently divided into two classes of quality and functionality. The first class 
is fully functional existing in the research/ academic sector. H The other quality type is 
AutoML produced in the commercial sector, partially functional but producing 

Figure 11This picture shows a typical pipeline of machine learning application, and how AutoML can get 
involved in the pipeline and minimize participation of humans. Click on figure or got to- 

https://arxiv.org/pdf/1810.13306.pdf?ref=https://githubhelp.co 

https://arxiv.org/pdf/1810.13306.pdf?ref=https://githubhelp.com
https://arxiv.org/pdf/1810.13306.pdf?ref=https://githubhelp.com
https://www.researchgate.net/publication/332690245_From_Conventional_Machine_Learning_to_AutoML
http://dlib.iit.ac.lk/xmlui/bitstream/handle/123456789/416/Naga.pdf?sequence=1&isAllowed=y
https://arxiv.org/pdf/1810.13306.pdf?ref=https://githubhelp.com
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appropriate end products. H Since the results from fully automated products show 
inconsistency, public users have largely used only semi-automated products. H A fully 
automated industry-standard product with user friendly interface is still missing in this 
domain. H 
 
Not much research exists about user trust in AutoML systems and products. H Trust is 
defined as a willingness to deploy a model produced using automated methods. H  
AutoML pipelines are not unfirmly transparent from end to end, reducing trust in the 
capability. However, initial academic research indicates that transparency in all steps of 
the process is critical to achieving trust. AutoML designers and system builders need to 
present the pipeline steps and decisions made in each of those steps along with the model 
generation process. H This rationale implies AutoML users demand higher transparency 
from AutoML systems. H 

 
As shown in Figure 2, a typical AutoML system will contain four important components 
overseeing four important tasks of the automated workflow, however in a more 
commercial oriented system there can be more than these four components. The 
important components that were identified are H the preprocessing engine, the feature 
engine, the predictor engine, and the model selection and ensemble engine. The 
preprocessing engine cleans and transforms the data so that subsequent parts of the 

workflow run smoothly. H The feature engine preforms the important process of 
identifying and engineering the features of the dataset. This includes feature extraction, 
feature selection, dimensionality reduction, linear manifold transformations, and 
clustering for unsupervised learnings. H  The most important component of an AutoML 
system is the predictor engine. The predictor engine creates the machine learning model 
to be trained and evaluated in the automated process. H  The ultimate goal of this engine 
is to find the best candidates of hyperparameters and learning algorithms to be passed to 
the next engine. H  Lastly, the model selection and ensemble engine choose the best 
prediction algorithm from a pool of candidates from the predictor engine. H  
 
Designing an effective learning model is often tedious and only done well by experts with 
deep knowledge of machine learning algorithms and domain expertise. H AutoML, AI 

ChaLearn initiated AutoML Competitions [4] in 2015. 
Started as a ‘benchmark for automated machine learning 
systems that can be operated without any human 
intervention’ the challenge focused on automating 
hyperparameter tuning and model selection for classification 
learnings.  

Even though there were many promising systems 
emerged from these competitions and recently we have been 
introduced to some commercial level AutoML systems by 
Google [7] and H2O.ai [8], the majority of the concepts and 
researches are in a very early stages. Researchers have used 
varieties of statistical theories like regularization, Bayesian 
priors, Minimum Description Length (MDL), Structural 
Risk Minimization (SRM), bias/variance tradeoff and 
genetic programming to tackle the autoML problem but 
ending up in a very distinct and inconsistent results. Further 
researches are required to find the best suiting techniques 
that are generic and works consistently.  

Two main concepts in this research area, hyperparameter 
tuning and meta-learning are analyzed below, 

A. Hyper-parameter tuning 
Machine learning algorithms are in fact statistical 

functions aimed at minimizing some variant of a cost 
function. The cost function depends on a set of parameters 
called hyperparameters that make up the algorithm. For a 
specific dataset, to get the efficient learning model the 
parameters need to be set to the optimal value specific to 
that dataset. Till recent past, hand-tuning these parameters 
by domain experts have been the only way to find the 
parameter setting [9]. Since the hyperparameters can take up 
any value, choosing the optimal one becomes extremely 
tedious.  Recently however, hyperparameter optimization 
techniques like Regression Trees, Gaussian Processes and 
density-estimation have been used to automate this tuning 
process.  

The concept of hyperparameter optimization was 
originated in neural networks as there can be overwhelming 
number of parameters in a neural network. Later these 
concepts were needed even in machine learning domains 
with few hyperparameters, as datasets tend to become too 
large to hand-tune. Bayesian optimization has emerged as a 
successful candidate for hyperparameter tuning. It is a 
probabilistic model that captures relationship between 
hyperparameter settings and their performance, and uses this 
model to iteratively evaluate, choose and update the most 
promising settings. Techniques like random search and grid 
search [10] are used underneath these approaches. 

B. Meta-learning  
Meta-learning is yet another concept getting popularity 

in the recent times. Each model trained on a dataset 
contributes to the understanding of the data. Even if a model 
performed poorly, that says something about the dataset. 
These results combined, can create a knowledge system that 
can be used on similar datasets. This is the concept behind 
meta-learning. Meta-learning uses attributes like data set 
size, the number of features, and various aspects about the 
features along with the performance data. It is used to find 
good instantiations of learning models from the knowledge 
of previous tasks [11]. When this data generated by 
researches all over the world, is stored and continuously 
updated in a public repository, it creates an invaluable 

knowledge ecosystem that can help build an effective 
machine learning workflow. 

IV. EXISTING WORK

The existing work on tracking framework evolution and 
code generation is presented in this section.

There has been substantial interest in researches around 
autoML systems in the recent past. Thornton [12] was one of 
the earliest researchers to propose hyperparameter tuning. He 
used Sequential Model-based Bayesian Optimization to 
achieve automation in parameter tuning. Several researchers
followed his initial work and improved the concept further.

Fig. 1. Typical design of an autoML system 

We can categorize possible approaches to track 
framework evolution, into two main types,

1) Automated approches 
2) Semi-automated apporaches 

A. Automated approches 
Automated approaches try to completely automate the 

machine learning process. Even though it is the ultimate 
goal of all these researches, a complete automation has 
proved to be very challenging task even after the current 
technological advancements. We identified four researches 
which have achieved varied success in complete automation 
and analyzed their work. 

Auto-WEKA (2012) [12] is the earliest research 
involved in automating the learning process. They  
formulated the problem into a formal study area dubbed 
‘Combined Algorithm Selection and Hyperparameter 
optimization’ (CASH) problem. They came up with a 
concept to optimize empirical performance by automatically 
choosing an algorithm from WEKA Java package and its 
hyperparameters for a given dataset. Auto-WEKA used 
Bayesian Optimization techniques, and in particular 
Sequential Model-based Optimization that can work in both 
categorical and continuous hyperparameters. It iteratively 
calculates the dependence of cross-validation loss function 
of a hyperparameter setting, uses machine learning to 
choose the best candidate configuration of hyperparameters 
and updates the model with new datapoint obtained. In 2017 
Auto-WEKA 2.0 [13] was released improving on the first 
package by adding support for regression algorithms and 
parallel runs. It also considered tree-based Bayesian 
optimization methods as it yielded more promising results 
than the predecessor. In the comparisons below we consider 
both Auto-WEKA and Auto-WEKA 2.0 to be the same. 

2
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Figure 12 Typical Design of an AutoML system. Click on figure or go to- 
http://dlib.iit.ac.lk/xmlui/bitstream/handle/123456789/416/Naga.pdf?sequence=1&isAllowed=y 

http://dlib.iit.ac.lk/xmlui/bitstream/handle/123456789/416/Naga.pdf?sequence=1&isAllowed=y
http://dlib.iit.ac.lk/xmlui/bitstream/handle/123456789/416/Naga.pdf?sequence=1&isAllowed=y
http://dlib.iit.ac.lk/xmlui/bitstream/handle/123456789/416/Naga.pdf?sequence=1&isAllowed=y
https://arxiv.org/pdf/2001.06509.pdf
https://arxiv.org/pdf/2001.06509.pdf
https://arxiv.org/pdf/2001.06509.pdf
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methods generate and optimize machine learning models by automatically engineering 
features, selecting models, and optimizing hyperparameters. H The automatically 
searched architectures have been used in tasks such as object detection and image 
classification and have achieved unexpected competitive performances on these filed. H  
The continued automation of the data science field is a catalyst for AutoML adoption and 
in certain instances, these automated methods produce better results than people. H Given 
the current shortage of data scientists in the profession, automated techniques hold much 
promise for either improving the productivity of current data scientists or replacing them 
outright, thus reducing the barrier to entry for many sectors. H   
 
Although the goal of AutoML research is complete automation of the machine learning 
process, this has proved to be very challenging task even after the current technological 
advancements. H  In the future, more researchers will focus on this area to design more 
efficient algorithms and accelerate their applications to solve real-world issues. H 

Moreover, the increasing requirement of hardware for strong computing power could also 
be the research emphasis in both academic and industry field. H  However, if academic 
and industry research maintains its current level of interest and some of the fundamental 
issues discussed above are solved, it is highly likely (71%-85%) that AutoML will 
expand AI proliferation across military applications by the year 2037. 
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were very reliable and 
corroborated one another. There was adequate time, but the analyst worked alone and did 
not use a structured method. Many of the sources were peer-reviewed academic journal 
articles and industry websites. However, given the nascency of this field of research and 
given the lengthy time frame of the estimate, this report is sensitive to change due to new 
information. 
 

Author:  COL Gregory J. Pavlichko  
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Within 5-10 Years Internet Of Things Technology Will Likely 
Provide Organizations Ability To Monitor, Control Increasingly 
Complex Operating Environments In Real-Time 
 
Executive Summary 
Over the next 5-10 years, despite the security concerns and the challenges of analyzing 
the large amounts of data associated with current Internet of Things (IoT) systems, the 
use of IoT technology will continue to expand and likely (55-80%) provide organizations 
the ability to monitor and control increasingly complex operating environments in real-
time. This expansion will be due to the rapid improvement in Artificial Intelligence (AI), 
specifically Deep Learning Neural Networks (DNN) and analog computing. 
 
Discussion 
The term IoT (see Figure 1) 
is used to describe the 
billions of devices across the 
globe that are connected to 
the internet. M IoT Analytics 
estmated that the number of 
IoT devices reached 12.3 
billion in 2021 and will 
expand to 27 billion by 2027. 
M According to 
Statistica.com, estimated 
spending on IoT technology 
worldwide in 2020 was $749 
billion US dollars. Furthermore, Statistica.com estimates that global spending will 
increase to $1.1 trillion by 2023. M Additionally, a report by the International Data 
Corporation estimates that discreet manufacturing, process manufacturing, and 
transportation will account for 33% of spending, while the consumer market, such as 
smart homes and connected cars, will account for another 16.8%. M 
 
A basic IoT system consists of IoT devices, such as sensors or microcontrollers, an IoT 
hub or gateway that transfers the data to and from the devices, and a system to analyze 
data and make decisions. M A human or AI can conduct the data analysis and make 
decisions, which can be done at the edge or in the cloud. M A simple example of an IoT 
system is a smart home.  
 
A smart home is an IoT system that uses sensors, devices, and smart appliances in the 
home to collect data and enable the homeowner to analyze smart home data and control 

Figure 13. IoT Explained in 6 Minutes | How IoT Works. Click on 
picture or go to: https://www.youtube.com/watch?v=6mBO2vqLv38 

to view video.  Source: Simplilearn channel on YouTube. 

https://www.zdnet.com/article/what-is-the-internet-of-things-everything-you-need-to-know-about-the-iot-right-now/
https://iot-analytics.com/number-connected-iot-devices/
https://www.statista.com/statistics/668996/worldwide-expenditures-for-the-internet-of-things/
https://www.telecomtv.com/content/iot/global-iot-spend-will-top-us-1-trillion-by-2023-35841/
https://internetofthingsagenda.techtarget.com/definition/Internet-of-Things-IoT
https://internetofthingsagenda.techtarget.com/definition/Internet-of-Things-IoT
https://www.youtube.com/watch?v=6mBO2vqLv38
https://www.youtube.com/watch?v=6mBO2vqLv38
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the system of devices using a mobile phone or computer. M The system typically connects 
devices using the homes Wi-Fi network, and the homeowner can control the smart home 
from any location in the world using a mobile phone. While the homeowner controls the 
overall smart home system, increasingly sophisticated smart appliances can also act 
autonomously. M For example, a smart fridge can automatically reorder groceries and a 
smart thermostat can turn-on the heat based on the homeowner’s location that can be 
monitored through the homeowner’s mobile phone. M As IoT devices become more 
sophisticated, they will allow users to monitor and control increasingly complex 
operating environments. Advances in AI DNN and analog computing will drive the 
development of the increasingly sophisticated IoT smart devices that will be able to 
increase the speed of AI calculations at reduced energy consumption at the edge and in 
the cloud (see Narrow AI and Analog Computing). 

 
A challenge that impacts the expanded use of IoT tech in complex operating 
environments is the large amounts of data collected by the sensors, which needs to be 
collected, stored, and analyzed. M As a result, advancements in the use of AI to analyze 
large amounts of data will be critical to the expanded use of IoT in increasingly complex 
operating environments. In the area of autonomous vehicles, the company Tesla is 
already doing this.  
 
Tesla has been able to combine sophisticated AI and IoT technology to create the 
autopilot feature for its electric vehicles where it uses 24 sensors and cameras to monitor 
the car and surrounding environment combined with an advanced AI system to analyze 
data and control the vehicle in real-time. M However, while Tesla has one of the most 
sophisticated autopilot features available in a commercial vehicle, it still requires the 
driver to stay alert and be prepared to take control. M The ability to process the large 
amounts of real-time information from the IoT vehicle sensors to control the vehicle 
would not be possible without Telsa’s sophisticated AI system. M In order to replicate this 
sophisticated IoT system in other areas, organizations must develop equally sophisticated 
AI tailored to their unique complex operating environment. 
 
Another challenge that impacts expanded use of IoT systems is security. With the rapid 
expansion of the types and numbers of IoT devices, most device makers have focused on 
creating cheap, intelligent devices that meet customer demands with little consideration 
for security of the devices. M An example where the security problems inherent in many 
IoT devices manifested itself is the Mirai botnet Distributed Denial of Service (DDoS) 
attack that targeted companies, such as Etsy, Github, Netflix, Shopify, and Twitter, 
among others. M The attackers exploited inherent security vulnerabilities in IoT devices to 
create a large botnet to conduct the DDoS attack. M The importance of security will 
increase as IoT systems are used in more complex operating environments, such as the 

https://www.digiteum.com/iot-smart-home-automation/
https://www.digiteum.com/iot-smart-home-automation/
https://www.digiteum.com/iot-smart-home-automation/
https://www.zdnet.com/article/what-is-the-internet-of-things-everything-you-need-to-know-about-the-iot-right-now/
https://www.carshtuff.com/post/how-tesla-autopilot-works
https://www.carshtuff.com/post/how-tesla-autopilot-works
https://www.carshtuff.com/post/how-tesla-autopilot-works
https://www.zdnet.com/article/the-internet-of-things-its-really-a-giant-robot-and-we-dont-know-how-to-fix-it/
https://www.zdnet.com/article/5-nightmarish-attacks-that-show-the-risks-of-iot-security/
https://www.zdnet.com/article/5-nightmarish-attacks-that-show-the-risks-of-iot-security/
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control of traffic and medical devices, where a security incident could cause significant 
damage or loss of life.  Therefore, inherent security vulnerabilities will need to be 
addressed before IoT systems can expand significantly in complex operating 
environments. To address the security challenge, device makers need to build devices 
with security built-in from the beginning of product development, ensure systems can be 
upgraded to patch vulnerabilities that may surface, ensure devices use strong encryption, 
and avoid setting default passwords for devices. M 
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were reliable and tended to 
corroborate one another. There was adequate time, and the task was not complex. Despite 
the lengthy time frame of the estimate, this report is not sensitive to change due to new 
information. 
 

Author:  COL Anthony Pollio 
  

https://www.huffingtonpost.co.uk/ben-dickson/how-to-fix-the-iot-securi_b_12909780.html
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Within 10-15 Years Advancements In Neural Network 
Architectures Will Likely Enable Rapid Improvements In Deep 
Learning To Conduct “Narrow” AI Predictive Analysis 
 

Executive Summary 
Within 10-15 years, despite the ethical concerns associated with Artificial Intelligence 
(AI), there will likely (55-80%) be a significant improvement in narrow AI’s ability to 
conduct predictive analysis. AI’s improvement in these areas will be due to its ability to 
leverage increasingly large data sets generated by the Internet of Things (IoT) and the use 
of increasingly sophisticated Deep Learning (DL) neural network architectures. 
 
Discussion 
The National Institute of 
Standards and Technology 
defines AI as “software and/or 
hardware that can learn to solve 
complex problems, make 
predictions or undertake tasks 
that require human-like sensing 
(such as vision, speech, and 
touch), perception, cognition, 
planning, learning, 
communication, or physical 
action.” H At the top level, there 
are two broad categories of AI. 
General AI, also known as strong AI, refers to the ability to operate across a wide range 
of tasks; while narrow AI, also known as weak AI, is tailored to perform a specific 
function. H Many AI experts believe that general AI systems are decades away. In a 2019 
survey, 32 AI researchers were asked when general AI would surpass the level of human 
congnition, known as the singularity; 41% predicted it would occur betweem 2036-2100 
and 38% predicted it would occur after 2100 or it would never occur. M  
 
While general AI may not be available for decades, the field of narrow AI continues to 
make significant progress. Within narrow AI, one area of progress is DL, which is a 
subset of machine learning (see Figure 1). Deep learning uses unsupervised neural 
networks to analyze large data sets of unlabeled, unstructured data to provide predictive 
analysis. M In reference to DL, neural networks are a series of algorithms used to identify 
relationships in data sets by simulating how the human brain’s neural networks operate. M  
The development of new neural network architectures is one reason there will likely be a 
significant improvement in AI’s ability to conduct predictive analysis in the next 5-10 

Figure 14 Deep Learning in 5 Minutes. Click on picture or go to: 
https://www.youtube.com/watch?v=6M5VXKLf4D4 to view video.  

Source: Simplilearn Channel on YouTube. 

https://www.nist.gov/system/files/documents/2019/08/10/ai_standards_fedengagement_plan_9aug2019.pdf
https://crsreports.congress.gov/product/pdf/IF/IF10608
https://emerj.com/ai-future-outlook/when-will-we-reach-the-singularity-a-timeline-consensus-from-ai-researchers/
https://www.techtarget.com/searchenterpriseai/definition/deep-learning-deep-neural-network
https://www.investopedia.com/terms/n/neuralnetwork.asp
https://www.youtube.com/watch?v=6M5VXKLf4D4
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years. An example of this is the DeepMind AlphaFold project’s recent application of new 
neural network architectures to accurately predict 3D models of protein structures for 
approximately 100 million known proteins to atomic accuracy, which is a problem that 
scientists have been trying to solve for 50 years. HH  

 
DeepMind is also using a further evolution of the AlphaFold neural network technology 
as part of their MuZero project, which is designed to play games like Go, Chess, and 
Atari. H However, in late 2020, the US Air Force was able to build an AI system using 
MuZero to create an AI co-pilot on a U-2S aircraft that included tactical navigation 
responsibilities for the plane. H This demonstrates that these new neural networks can be 
applied to a wider range of applications, if the large amounts of data required to train 
them exists.  
 
Since DL relies on large data sets to train the neural networks to perform a particular 
function, another driving factor for the rapid improvement of DL in the next 10-15 years 
is the significant increase in data collection across a wide range of areas driven by IoT 
technologies. M As the IoT begins to generate large data sets for a wider variety of 
operational environments, it will likely enable organizations to apply new DL neural 
network architectures to a wider array of challenges (see IoT). 
 
Ethical concerns, such as privacy and bias, are two issues that may drive government 
oversight that impacts improvements in AI predictive analysis. With no government 
oversight, organizations are beginning to use AI predictive analysis systems to make 
decisions relating to health care, creditworthiness, criminal justice, and employment, 
which can have a significant impact on people’s lives. M In the area of bias, the concern is 
that biased data will cause the AI system to skew results that may cause inequities or 
discrimination in decision making. H Privacy concerns revolve around the increasing 
ability of organizations to collect and analyze personal information that could impact 
individual rights and privacy. M 
 
Analytic Confidence 
Overall analytic confidence in this estimate is moderate. The analyst had adequate time 
and the task was simple. The analyst has high confidence in the evaluation of DL and 
neural network technologies. However, the analyst confidence in the timeline is 
moderate. The development timeline will depend on how quickly organizations can adapt 
neural network architectures to new operational environments that will require access to 
large datasets that may need to be developed. The timeline may also be impacted by 
future government legislation to mitigate ethical concerns. 
 

Author:  COL Anthony Pollio  

https://deepmind.com/research/case-studies/alphafold
https://www.forbes.com/sites/robtoews/2021/10/03/alphafold-is-the-most-important-achievement-in-ai-ever/?sh=6534b81c6e0a
https://deepmind.com/blog/article/muzero-mastering-go-chess-shogi-and-atari-without-rules
https://www.forbes.com/sites/erictegler/2020/12/16/an-ai-co-pilot-called-artujust-took-command-of-a-u-2s-sensor-systems-on-a-reconnaissance-mission/?sh=746ae4a61f08
https://www.techtarget.com/searchenterpriseai/definition/deep-learning-deep-neural-network
https://news.harvard.edu/gazette/story/2020/10/ethical-concerns-mount-as-ai-takes-bigger-decision-making-role/
https://crsreports.congress.gov/product/pdf/R/R46795
https://www.brookings.edu/research/protecting-privacy-in-an-ai-driven-world/
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Within 5-15 Years Advancements In Analog Computing Will 
Likely Enable Faster AI Computing At Reduced Costs And 
Energy Consumption 
 
Executive Summary 
Within 5-15 years, despite their lack of precision and susceptibility to electromagnetic 
noise in the environment, analog computing will likely (55-80%) enable faster Artificial 
Intelligence (AI) computing at reduced costs and energy consumption. Analog 
computing’s ability to enable these improvements will be due to the development of 
hybrid analog/digital solutions powering Deep Neural Networks (DNN). 
 
Discussion 
A digital computer 
“performs calculations and 
logical operations with 
quantities and logical 
operations represented as 
digits, usually in the binary 
number system.” H Most of 
today’s computers are 
digital. However, there are 
also analog computers, 
which predate digital 
computers. An analog 
computer uses numerical data 
that is represented by 
measurable continuous 
physical variables, such as voltage, temperature, or current. H An early example of an 
analog computer is the tide-predicting machine developed by William Thomson in 1872. 
Thompson realized that many astronomical variables effected the tide and developed a 
mechanical device that simulated these variables to accurately depict tidal conditions. H 
Some observers believe that analog computing is better suited for specific applications, 
such as completing complex matrix multiplication calculations for AI DNN, where 
analog systems can complete calculations much faster with significantly less energy 
consumption (see Figure 1).  
 
One challenge with a traditional digital computer is that it has a compute section and a 
memory bank; moving data back and forth between the sections significantly increases 
the time and energy required to complete the larger number of calculations required for 
AI DNN systems.MM As opposed to a digital computer, an analog computer can complete 

Figure 15. Future Computers Will Be Radically Different. Click on 
picture or go to: https://www.youtube.com/watch?v=GVsUOuSjvcg 

to view video.  Source: Veritasium Channel on YouTube. 

https://www.yourdictionary.com/digital-computer
https://www.yourdictionary.com/analog-computer
https://collection.sciencemuseumgroup.org.uk/objects/co53901/thomsons-lord-kelvin-first-tide-predicting-machine-1876-tide-predictor
https://www.forbes.com/sites/karlfreund/2021/09/23/ibm-research-says-analog-ai-will-be-100x-more-efficient-yes-100x/?sh=62eb6f87129b
https://www.youtube.com/watch?v=owe9cPEdm7k
https://www.youtube.com/watch?v=GVsUOuSjvcg
https://www.youtube.com/watch?v=GVsUOuSjvcg
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the large number of matrix mathematical calculations in parallel and directly in system 
memory, which makes it faster and more energy efficient.MM One drawback to analog 
computing is that it is susceptible to electromagnetic noise in the environment that can 
impact the precision of the calculations. M 
 
Mythic is one of the few companies that is applying analog compute-in-memory 
technology to power DNNs that are faster and more energy efficient for edge AI 
applications, such as video security, commercial drones, and manufacturing product 
inspection.MM The Mythic solution overcomes the analog computing noise problem by 
creating a digital/analog hybrid system that converts data from analog to digital at certain 
steps in the process to prevent the signal from becoming distorted to a point where it may 
impact the accuracy of the calculations.MM Additionally, since the large number of matrix 
multiplications required in DNNs do not require a high degree of accuracy, Mythic’s 
analog computer chips provide an acceptable level of precision. M 
 
Princeton University and IBM are also exploring the use of analog computing to power 
DNN. In partnership with academic institutions in the U.S., Europe, and Asia, IBM is 
researching analog in-memory computing for DNN systems, such as natural-language 
processesing, that the company believes will provide a hundredfold performance 
improvement over current state-of-the-art digial accelerators and consume significantly 
less power. M While Princeton University has designed a new in-memory analog 
computing chip that is noise tolerant, can be integrated into existing digital systems, and 
will enable edge DNN systems for self-driving vehicles, image recognition, and language 
translation. M 
 
While Mythic has fielded a commercial version of their analog computing system, most 
organizations pursuing analog computing for DNN are still in the research and 
development phase. The 5-15 years estimate is based on the S-curve model used to 
describe technology adoption, which when applied to previous innovations indicates that 
it typically takes approximately 5-15 years to move from the early adopter phase to the 
saturation phase. M 
 
Analytic Confidence 
Overall analytic confidence in this estimate is moderate. The analyst had adequate time 
and the task was simple. The analyst confidence in the timeline is moderate. The 
development timeline will depend on how quickly organizations can move the 
technology from research and development to commercially available products. 
 

Author:  COL Anthony Pollio  

https://www.forbes.com/sites/karlfreund/2021/09/23/ibm-research-says-analog-ai-will-be-100x-more-efficient-yes-100x/?sh=62eb6f87129b
https://www.youtube.com/watch?v=owe9cPEdm7k
https://www.alchip.com/alchip-in-the-news/using-analog-for-ai/
https://www.edge-ai-vision.com/2021/11/mythic-introduces-compact-quad-amp-pcie-card-for-high-performance-edge-ai-applications/
https://www.kisacoresearch.com/sites/default/files/presentations/10.30_-_mike_henry_mythic_0.pdf
https://www.youtube.com/watch?v=GVsUOuSjvcg
https://mythic.ai/whats-new/a-peek-into-software-engineering-at-mythic/
https://www.wired.com/story/an-old-technique-could-put-artificial-intelligence-in-your-hearing-aid/
https://research.ibm.com/blog/analog-ai-for-efficient-computing
https://bioengineer.org/pushing-computing-to-the-edge-by-rethinking-microchips-design/
https://www.foresightguide.com/logistic-growth-s-curves/
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Artificial Intelligence And Machine Learning Will Highly Likely 
Create A Data-Sharing Mindset By 2030 
 
Executive Summary 
Regardless of continuous attempts to breach and manipulate data, supervised and 
unsupervised Artificial Intelligence models will highly likely (80-95%) increase the 
trustworthiness and confidence in datasets. However, growing a robust technical 
workforce to support a coalition data-sharing system will highly likely take eight to ten 
years which will promote a data-sharing mindset.  
 
Discussion 
According to Lydia Clougherty Jones, senior research director in Gartner’s Data and 
Analytics Group, a data-sharing mindset is critical because “when you share data, you’re 
able to generate more robust analytics and…demonstrate and drive more value…Data 
plays an enormous role in driving better relationships with employees and better 
relationships with customers.” These improved relationships could easily translate to 
industry, allies, and partnerships. M  
 
Psychologically industries and governments are 
risk-averse to place their trust and confidence in 
other organizations’ ability to protect their data 
and are afraid of the consequences of incorrect 
data being shared. M One reason contributing to 
reluctance in sharing data is that it could lead to a 
costly data breach. In 2020, IBM and Ponemon 
Institute published a report on the insights from 
537 data breaches: worldwide resulting in $3.86 million lost and $8.64 million per 
incident, specifically for the U.S. The report also stated that the average time to contain a 

breach took 280 days once 
discovered. The report 
explains that AI, 
automation, and a ZT 
approach can reduce losses 
from a breach. H (see Figure 
1; 2021 update statistics) 
Additionally, the authors of 
Sharing Sensitive Data with 
Confidence explained how 
the employment of datatags 
would also provide the 

Figure 1. Cost of a Data Breach Report 
2021, click on the picture or go to 

https://mediacenter.ibm.com/id/1_br28czad. 
Source:  IBM.com. 

Figure 2. Definitions for each of six ordered Blue to Crimson sample 
datatags., click on the picture or go to 

https://techscience.org/a/2015101601/.  Source: Technology Science 

https://mitsloan.mit.edu/ideas-made-to-matter/case-building-a-data-sharing-culture-your-company
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/895505/_Kantar_research_publication.pdf
https://www.forbes.com/sites/forbesbusinesscouncil/2021/07/30/how-to-prevent-a-data-breach-in-your-company/?sh=6311c2f18da7
https://mediacenter.ibm.com/id/1_br28czad
https://mediacenter.ibm.com/id/1_br28czad
https://techscience.org/a/2015101601/
https://techscience.org/a/2015101601/
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added security and access features for sensitive data that requires restrictive sharing. (see 
Figure 2) Datatags reduce the complexity of data-sharing regulations and policies through 
tags by enabling AI to sift appropriate and legally releasable information. H Therefore, 
advances and implementation of AI, ML, ZT, datatags, and other monitoring tools with 
human validation will highly likely increase confidence and trust encouraging acceptance 
and participation in a coalition data sharing system. 
 
The financial and healthcare industries 
lead the world in data sharing through 
established and enforced regulations and 
policies to establish transparency, trust, 
and confidence in the data and systems 
that store and process the information. M 
According to Lydia Clougherty Jones, 
“Data sharing is the way to optimize 
higher-relevant data, generating more 
robust data and analytics to solve 
business challenges (see Figure 3) and 
meet enterprise goals. M  
 
This logic applies to governmental organizations and their need to share data. Financial 
and health industries use Artificial Intelligence (AI) systems and Machine Learning (ML) 
algorithms to detect malicious behavior and signs of data manipulation. M Discussion of 

AI use in the financial industry started in 
April 2011 with little momentum and 
took seven to ten years to adopt. M In 
December 2018, the Treasury 
Department and federal banking 
regulators encouraged the use of AI 
fraud detection to prevent anti-money 
laundering. M As the government and 
industry invest in AI and ML 
technologies to detect and prevent data 
manipulation and breaches, it will highly 
likely improve trust and confidence in 
global data sharing. 
 
During a telephonic interview with the 
Discover Financial Director AML 
Compliance FIU, Darci Cavanaugh 

Figure 3. Visa’s A.I for Payment Authorization and Fraud 
Detection. Click on the picture or go to: 

https://youtu.be/96k0sncyoXA to view the video.  
Source:  usa.visa.com 

Figure 4. Benefits of using Machine Learning and AI in 
Preventing Frauds. Click on the picture or go to 

https://www.analyticssteps.com/blogs/how-ai-used-
fraud-detection. Source:  analyticsteps.com 

https://techscience.org/a/2015101601/
https://jme.bmj.com/content/early/2021/07/29/medethics-2021-107464
https://www.gartner.com/smarterwithgartner/data-sharing-is-a-business-necessity-to-accelerate-digital-business
https://www.analyticssteps.com/blogs/how-ai-used-fraud-detection
https://www.finextra.com/blogposting/18373/what-do-aml-bsa-ctf-regulators-think-of-machine-learning
https://www.complianceweek.com/technology/regulators-give-nod-to-ai-emerging-tech-for-aml-programs/24727.article
https://youtu.be/96k0sncyoXA
https://youtu.be/96k0sncyoXA
https://www.analyticssteps.com/blogs/how-ai-used-fraud-detection
https://www.analyticssteps.com/blogs/how-ai-used-fraud-detection
https://www.analyticssteps.com/blogs/how-ai-used-fraud-detection
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commented on leveraging AI systems to create efficiencies saving time and money by 
increasing the speed of validation and security while reducing risk (see Figure 4). 
However, she stated that the AI requires periodic testing and human feedback to confirm 
proper operation. To be successful, she recommends establishing a coalition design group 
to identify requirements.H (For complete interview notes, see Annex C) In addition, Peter 
Millar, Director, Technology Application ACL Services Ltd stated “continuous 
monitoring with analytics (see Figure 5) in all operations” is critical. M  
   
COVID 19 drove 
Biobanks to develop 
data-sharing solutions 
connecting laboratory 
scientists, 
researchers, doctors, 
and data scientists in 
a standardized, 
collaborative, and 
virtual ecosystem 
called Laboratory 
Information 
Management System 
(LIMS). LIMS 
facilitated the “discovery and validation of disease markers and therapeutic strategies,” 
proving existing trust and confidence in data sharing. M 

 

Sharing data creates vulnerabilities where malicious insiders abuse privileged access to 
manipulate critical data. Discovering and tracking data manipulation is difficult and 
erodes trust and confidence for those who could provide better quality and various data 
types. Without various inject points, analyzed information is limited. Methods to protect 
against manipulation are endpoint detection, response tools, tracking real-time changes to 
files, integrity monitoring tools, and Zero Trust (ZT) methodology. M  

 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources ranging from 2015 to 2022 
were reliable and tended to corroborate. The interview with Darci Cavanaugh discussed 
methods currently used by Discover Financial Institute, which aligns with the research. 
There was adequate time, and the task was not complex. Despite the lengthy time frame 
of the estimate, this report is not sensitive to change due to new information. 
 

Author:  LTC Nicole Y. Shadley  

Figure 5. Data Analytic Capability Model for Fraud Detection. For full 
presentation, click on the picture or go to Great Expectations: How to 

Detect and Prevent Fraud Using Data Analysis.  Source:  ACL Services 
Ltd. 

https://www.fraudconference.com/uploadedFiles/Fraud_Conference/Content/Course-Materials/presentations/22nd/ppt/2E_Peter_Millar.pdf
https://www.liebertpub.com/doi/10.1089/bio.2020.0040
https://www.pcquest.com/data-manipulation-attacks-detect-prevent/
https://www.fraudconference.com/uploadedFiles/Fraud_Conference/Content/Course-Materials/presentations/22nd/ppt/2E_Peter_Millar.pdf
https://www.fraudconference.com/uploadedFiles/Fraud_Conference/Content/Course-Materials/presentations/22nd/ppt/2E_Peter_Millar.pdf
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There Is Roughly An Even Chance Enduring Distrust In Artificial 
Intelligence Systems Will Cause Large Organizations To Adopt 
Explainable AI Principles While Integrating New AI Technologies  
 
Executive Summary 
The rapid advances in artificial intelligence capabilities and presence in people’s daily 
lives has not yet resulted in widespread trust of AI systems. There is a roughly even 
chance (45-55%) that organizations using advanced AI will also have to implement 
Explainable AI (XAI) technical and process approaches to reduce distrust in new AI 
systems. Despite current reservations regarding biases and opaque decision making, trust 
in AI is likely to build when Explainable AI and Ethical AI concepts are built into the 
model. 
 
Discussion 
Even as Artificial Intelligence becomes more ubiquitous in daily life, low levels of trust 
in the technology remain. In one study, less than 30 percent of respondents felt 
comfortable with businesses using AI when interacting with them. M While in another 
study, 67% of CEOs reported they do not have high trust in AI recommendations for their 
business. M In a Deloitte survey, 67% of executives reported they were not comfortable 
using data from their companies’ advanced analytics systems. H 
 
In the medical field, AI has proven to be cheaper while outperforming human clinicians, 
however, patients do not fully trust the AI-generated recommendations. H For important 
decisions like healthcare, studies showed that people did not trust AI recommendations 
because patients did not understand how AI algorithms generated their medical 
recommendations and patients did not believe there was the same level of accountability 
for AI if a recommendation was wrong. H  
 
The Oxford Internet Institute wrote that “distrust in AI could be the biggest dividing force 
in society.” To remedy this, they developed three recommendations to improve people’s 
trust in AI. First, people need more hands-on experience with AI in everyday life. M 
Second, the institute recommends regularly releasing top-level insight into how 
algorithms make decisions believing this understanding will alleviate enduring distrust. 
Third, the institute’s research showed that people who had some additional control to 
modify algorithms were more trusting of the AI results. H Providing this control could 
also build trust.  
 
In a 2022 Harvard Business Review article, “Overcoming the C-Suite’s Distrust of AI,” 
Andy Thurai and Joe McKendrick recommend four focus areas and actions to increase 
executive confidence in AI. M They recommend creating reliable AI models that deliver 

https://www.pega.com/about/news/press-releases/consumers-failing-embrace-ai-benefits-says-research
https://assets.kpmg/content/dam/kpmg/xx/pdf/2018/02/guardians-of-trust.pdf
https://www2.deloitte.com/us/en/pages/public-sector/articles/trustworthy-artificial-intelligence-government.html
https://www.nature.com/articles/s41562-021-01146-0
https://onlinelibrary.wiley.com/doi/abs/10.1002/bdm.542
https://www.oii.ox.ac.uk/news-events/news/ai-trust-and-ai-fears-a-media-debate-that-could-divide-society/
https://basicknowledge101.com/pdf/AlgorthimAversion-Dietvorst-Simmons-Massey.pdf
https://hbr.org/2022/03/overcoming-the-c-suites-distrust-of-ai
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consistent insights and recommendations, avoiding data biases that skew 
recommendations, making sure AI decisions are ethical and moral, and understanding AI 
well enough to explain the decisions. Several of these recommendations depend on 
quality data inputs to ensure the algorithms are trained free from human biases. Investing 
in developing quality synthetic data M and data debiasing tools can support these goals. M 
 
Brianna Lifshitz’s research published in the Georgetown Security Studies Review makes 
a similar argument to build trust by removing bias from AI. Lifshitz argues this problem 
has broader national security implications by eroding trust in public institutions. She 
makes three technical and policy recommendations. First, Lifshitz recommends 
reworking algorithms and training data similar to other authors referenced in this article. 
Second, she also emphasizes more explainability, which is covered in the next paragraph. 
Lastly, Lifshitz recommends promoting intersectional hiring to improve workplace 
diversity and the resulting social change will reflect in the algorithms. M Her research 
shows a “diversity crisis” in AI – only 2.5% of Google’s workers are black while 
Microsoft and Facebook are both at 4%. M 
 
Explainable AI (XAI) is a concept that attempts to purposefully design AI to add 
transparency to decision making. M DARPA describes this as, “the ability to explain [AI 
systems] rationale, characterize their strengths and weaknesses, and convey an 
understanding of how they will behave in the future with the ultimate objective of 
producing explainable models that people can trust. H Figure 1 below illustrates opaque 
AI and XAI models. 
 

Figure 1. XAI Concept. Source: DARPA. 

https://blogs.nvidia.com/blog/2021/06/08/what-is-synthetic-data/
https://www.computationsociety.org/2020/07/27/max-entropy/
https://georgetownsecuritystudiesreview.org/2021/05/06/racism-is-systemic-in-artificial-intelligence-systems-too/#_edn18
https://georgetownsecuritystudiesreview.org/2021/05/06/racism-is-systemic-in-artificial-intelligence-systems-too/#_edn18
https://towardsdatascience.com/what-is-explainable-ai-xai-afc56938d513
https://www.darpa.mil/program/explainable-artificial-intelligence
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Relatedly, Deloitte recommends six “Dimension of Trustworthy AI” specifically for AI 
in government, including 1. Fair and impartial AI, 2. Transparent and explainable AI, 3. 
Responsible and accountable AI, 4. Safe and Secure AI, 5. Privacy focused AI, and 6. 
Robust and reliable AI.H These recommendations specifically for government application 
are well-nested with the broader AI recommendations covered previously.  
 
Analytic Confidence 
This is a moderate confidence estimate. The reliability of sources is moderate, 
information and assessments from multiple sources were consistent, however, theoretical 
predictions varied, and the research is sometimes conflicting. Most sources were industry 
papers and news articles and not peer-reviewed academic journals. Very few sources 
made predictions on duration for culture changes or assessed effectiveness after 
implementation. 
 

Author:  LTC Patrick Hofmann  

https://www2.deloitte.com/us/en/pages/public-sector/articles/trustworthy-artificial-intelligence-government.html
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Cancelable Multimodal Biometrics Based On Deep Learning 
Likely To Improve Scalable, Dialable Rapid Mission Partner Data 
Sharing By 2030 
 
Executive Summary 
Technologically advanced militaries are likely (55-80%) to incorporate cancelable, 
multimodal biometric systems based on deep learning to achieve rapid, versatile, and 
dialable12 compartmentalized information access by 2030. Advancements in artificial 
intelligence and machine learning increase security concerns of privacy and protection of 
personal data. Cancelable biometrics management is equivalent to key or pin code 
management in information security. If a key or pin is compromised, it can be replaced.  
Cancelable biometrics allows the algorithms associated with a subject’s biometric 
template to be replaced if compromised.  Despite challenges of rapid cancelable 
biometric registration prior to authentication access, recent rapid advancement of 
biometric technologies for personal authentication, cancelable biometric templates will 
likely be implemented to mitigate challenges such as theft, spillage, and counterfeiting.   
 
Discussion 
Numerous types of biometrics are generally 
known, and their authentication application 
and their uses are expanding exponentially; 
however, biometric authentication has 
vulnerability drawbacks in the form of 
leakage or theft. M  Proposals such as 
“cancelable biometrics”13 are emerging as 
solutions to secure biometric patterns (see 
Figure 1). H  
 
Cancelable biometrics researchers H  are 
aiming at methods to take a biometric image 
and distort or transform the template in such 
a manner that it becomes too difficult to obtain the original biometric image from the 
distorted one (see Figure 2). Additionally, a significant characteristic of a cancelable 
biometric image is that it can be reissued if compromised. H Should compromise occur, 
the cancelable biometric feature distortion characteristics are replicable with the original 
biometrics get mapped to a new template, and subsequently used. 

 
12 Diable refers to leveling up and down clearance access in near real-time, ranging across Confidential, 
Secret, Top Secret, etc. 
13 The neologism “cancelable biometrics” describes the deliberate, systematically repeatable distortion of 
biometric features to protect sensitive user-specific data. 

Figure 1. Univ. at Buffalo Cancelable Biometric 
Project seek solutions to secure biometric 

patterns. Click on picture or go to: 
https://www.buffalo.edu/cubs/research/projects/ca

ncelable-biometrics.html to read more.             
Source: Univ. at Buffalo Center for Unified 

Biometrics and Sensors. 

https://engineering.jhu.edu/vpatel36/wp-content/uploads/2018/08/SPM_CB_v6.pdf
https://link.springer.com/article/10.1007/s11042-018-6300-2
https://www.nist.gov/system/files/documents/2020/11/04/227_rosenberger.pdf
https://www.researchgate.net/publication/336386976_Cancelable_Biometrics_a_comprehensive_survey#:~:text=We have also performed a review of databases,also given future research directions in this field.
https://www.buffalo.edu/cubs/research/projects/cancelable-biometrics.html
https://www.buffalo.edu/cubs/research/projects/cancelable-biometrics.html
https://www.buffalo.edu/cubs/research/projects/cancelable-biometrics.html
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Both academic and developer 
consensus is that cancelable 
biometric systems must possess 
four distinctive characteristics: 
diversity, reusability or 
revocability, non-invertibility and 
performance. H Diversity suggests 
that “no same cancelable features 
can be used across various 
applications, therefore a large 
number of protected templates from 
same biometric feature is required.” 

M Reusability/Revocability is the direct revocation and reissuance of cancelable biometric 
authentication in the event of compromise. Non-invertibility(unlinkability) of template 
computation is required to prevent unauthorized recovery of original biometric data. 
Lastly, cancelable biometrics performance formulation should not deteriorate the 
recognition procedures of a subject. M  
 
There are mainly six overarching 
cancelable biometrics template 
generation methods.  Five that 
broadly contain approaches with a 
sixth generally considered for 
nascent approaches (see Figure 3). 
 
First, there are cryptography-based 
methods. These methods employ 
cryptography algorithms for 
cancelable biometric templates 
generation. M Next, there is “non-
invertible transformation” methods.  
This scheme is one of the earliest 
methods for generating cancelable biometric templates. In this process, the original 
biometric templates are morphed by applying different transformations, or minute 
changes. Typically used with fingerprints, this technique is challenging as a small change 
in minutiae position of the original fingerprint can lead to a large deviation in minutiae 
position after transformation. M  

 

Figure 2. How secure is Biometric Authentication Technology 
and Biometric Data? Click on picture or go to: 

https://youtu.be/ZPG3XQhZVII?t=524 to view video.                 
Source: DW Shift channel on YouTube. 

Figure 3. Cancelable Biometric Template Generation 
Techniques. Click on picture or go to: 

https://www.researchgate.net/publication/336386976_Cancela
ble_Biometrics_a_comprehensive_survey to read more.                 
Source: India’s National Institute of Technology (NIT). 

https://www.researchgate.net/publication/336386976_Cancelable_Biometrics_a_comprehensive_survey
http://www.scholarpedia.org/article/Cancelable_biometrics
http://www.scholarpedia.org/article/Cancelable_biometrics
https://www.researchgate.net/publication/336386976_Cancelable_Biometrics_a_comprehensive_survey
https://www.researchgate.net/publication/336386976_Cancelable_Biometrics_a_comprehensive_survey
https://youtu.be/ZPG3XQhZVII?t=524
https://youtu.be/ZPG3XQhZVII?t=524
https://www.researchgate.net/publication/336386976_Cancelable_Biometrics_a_comprehensive_survey
https://www.researchgate.net/publication/336386976_Cancelable_Biometrics_a_comprehensive_survey
https://www.researchgate.net/publication/336386976_Cancelable_Biometrics_a_comprehensive_survey
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The third is a filter-based method. Cancelable biometric filters are complex and typically 
use a “Bloom filter” M process. Bloom filter is a space efficient probabilistic data 
structure representing a set to support membership queries. A challenge is Bloom filter 
based transformation of any binary feature vector is that it generates irreversible 
cancelable biometric templates. M   

 

Next is a hybrid approach. Hybrid methods merge 
two or more techniques typically subsequently to 
create a cancelable biometric template (e.g. 
cryptography and filter methods).  Fifth, multimodal 
biometrics join several biometric traits with various 
feature extraction algorithms to produce a layered 
secure template. Multimodality is achieved by an 
incorporation of multiple biometric attributes (e.g. 
combining iris, face, and fingerprint biometrics of 
same user for identity recognition). The chief 
advantage of a multimodal biometric system is its 
reliability, accuracy, security and protectability. H 
 
Other methods are emerging such as: Bio-Hashing 
(incorporates physical tokens, smart card, USB token, 
etc.); H Bio-Convolving (a non-invertible 
transforming based approach); Salting Method (an 
artificial pattern of pure random noise or synthetic 
pattern are mixed in original binary iris image for generating a cancelable biometric 
template); and deep learning. H  

 
Cancelable biometrics based on deep learning is a nascent, M yet effective method and is 
the latest concept introduced in the field of cancelable biometric template generation 
methods. Research indicates it will be a secure, multi-biometric system that uses deep 
neural networks and error-correction coding. H Cancelable biometrics using deep learning 
demonstrates high authentication accuracy, biometric template security and cancelability, 
fast response times, and cost efficiency are the merits of the presented cancelable 
biometric system. H 

 
Biometric authentication work usually seeks to connect only original biometric templates 
with commonly used biometric traits (face, iris, and fingerprints); as cancelable 
biometrics capabilities continue to advance, it is viable for organizations to incorporate 
its use into system access measures. Several large companies, notably IBM, H are 
increasingly promoting the concept and research of cancelable biometrics (see Figure 4).  

Figure 4. IBM Image of enhancing 
security and privacy in biometrics-based 
authentication systems. Click on picture 

or go to: 
https://researcher.watson.ibm.com/rese
archer/view_group_subpage.php?id=19

14 to read more.                             
Source: IBM Research 

https://youtu.be/kfFacplFY4Y
https://www.researchgate.net/publication/336386976_Cancelable_Biometrics_a_comprehensive_survey
https://www.researchgate.net/publication/358640962_Multimodal_Biometric_Template_Protection_Based_on_a_Cancelable_SoftmaxOut_Fusion_Network
https://www.sciencedirect.com/science/article/abs/pii/S0031320304001876#:~:text=Direct mixing of pseudo-random number and biometric data—BioHashing,in two factors (token%2Bbiometrics) credentials via tokenised randomisation.
https://www.researchgate.net/publication/336386976_Cancelable_Biometrics_a_comprehensive_survey#:~:text=We have also performed a review of databases,also given future research directions in this field.
https://www.researchgate.net/publication/336386976_Cancelable_Biometrics_a_comprehensive_survey
https://dl.acm.org/doi/10.1145/2492517.2492598
https://prism.ucalgary.ca/handle/1880/112603#:~:text=A cancelable biometric system for multi-instance biometrics has,a novel%2C accurate%2C and secure cancelable biometric solution.
https://www.nist.gov/system/files/documents/2021/01/26/7ratha_cancelable_performance_nist_workshop.pdf
https://researcher.watson.ibm.com/researcher/view_group_subpage.php?id=1914
https://researcher.watson.ibm.com/researcher/view_group_subpage.php?id=1914
https://researcher.watson.ibm.com/researcher/view_group_subpage.php?id=1914
https://researcher.watson.ibm.com/researcher/view_group_subpage.php?id=1914
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M The aim is to answer the need for biometrics database privacy such that it can withstand 
malicious attacks and fast matching of a biometric against a large database of stored 
biometric readings. H  
 
Numerous international universities H and government agencies like the National Institute 
of Technology (NIST) H have all taken interest in cancelable biometrics. Hence, this 
increased focus on cancelable biometrics, driving by emergent artificial intelligence (AI) 
techniques, particularly deep learning-based, H that threaten the future of template 
protection, H will lead advanced militaries to seek cancelable biometric protections.  
 
Analytic Confidence 
This is a moderate confidence estimate. The reliability of sources is high, information and 
assessments from multiple sources were consistent, however, dominant cancelable 
biometric methodology predictions varied.  Despite much of the technology research, 
resourcing from business is relatively underwhelming and very few sources made overt 
predictions on timing for incorporation of such capabilities. 
 

Author:  COL Troy Alexander  

https://researcher.draco.res.ibm.com/researcher/view_group_subpage.php?id=1914
https://www.sciencedirect.com/science/article/abs/pii/S0167865520302701?via%3Dihub
https://hal-normandie-univ.archives-ouvertes.fr/hal-03298836
https://www.nist.gov/system/files/documents/2020/11/04/227_rosenberger.pdf
https://www.taylorfrancis.com/chapters/edit/10.1201/9781003003489-2/cancelable-biometrics-template-protection-avantika-singh-gaurav-jaswal-aditya-nigam
http://arxiv.org/abs/1909.11573
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Confidential Computing Will Highly Likely Provide A Data-
Protective Environment While Data Is At Rest, In Transit, And In 
Use, Enabling Secure Collaboration Across Organization 
Boundaries Within 5-10 Years 
 
Executive Summary 
It is highly likely (71-85%) that Confidential Computing will gain broad cross-industry 
traction to operate at scale in the next 5-10 years. Confidential Computing extends the 
baseline security guarantees of data encryption at while data is at rest, in transit, and in 
use. Despite the lack of a standardized confidential computing frameworks to govern 
network providers, the business opportunity is extensive. Confidential Computing’s 
potential to address pervasive data security, privacy, and ownership control concerns 
alongside will drive large IT consortiums to normalize innovative solutions across the 
enterprise. Confidential Computing has broad applicability across many industries 
including healthcare, finance, internet of things (IoT), and government. Consortiums such 
as the Confidential Computing Consortium (CCC), with members including Google, 
IBM, Intel, Microsoft, and Oracle among others, make adoption of Confidential 
Computing innovations viable between 2027 and 2032.  
 
Discussion 
Cloud data centers and edge computing 
attacks have significantly increased due 
to industrialized hacking while most 
security control implementations are not 
coherent or consistent to protect data. H 
Confidential computing (see Figure 1) 
development is an emerging concept in 
the space of protecting data in use H and 
in early 2022 recognized by the IEEE14 
Computer Society as one of sixteen most 
significant technology areas emerging. H  
 
In computing, data exists in three states: in transit, at rest, and in use. Data traversing the 
network is “in transit,” data in storage is “at rest,” and data being processed is “in use.” H 

As computing moves to span multiple environments, from on-premise networks to public 

 
14 Institute of Electrical and Electronics Engineers https://www.ieee.org/ asserts it is the world’s largest 
technical professional organization dedicated to advancing technology. IEEE is a 501c professional 
association for electronic engineering and electrical engineering with its corporate office in New York City 
and its operations center in Piscataway, New Jersey. It was formed in 1963 from the amalgamation of the 
American Institute of Electrical Engineers and the Institute of Radio Engineers. 

Figure 16. Promotional Video: What is Confidential 
Computing? Click on picture or go to: 

https://youtu.be/Jl2W6G9xfqw to view video.      
Source: Fortanix channel on YouTube. 

https://www.w3.org/2019/08/did-wg-charter.html
https://www.w3.org/2019/08/did-wg-charter.html
https://csrc.nist.gov/publications/detail/nistir/8320/draft
https://confidentialcomputing.io/wp-content/uploads/sites/85/2020/10/Confidential-Computing-Deep-Dive-white-paper.pdf#:~:text=2.1 Definition Confidential Computing is the protection of,for the definition of a Trusted Execution Environment.)
https://ieeecs-media.computer.org/media/tech-news/tech-predictions-report-2022.pdf
https://nvlpubs.nist.gov/nistpubs/CSWP/NIST.CSWP.04282020-draft.pdf
https://www.ieee.org/
https://youtu.be/Jl2W6G9xfqw
https://youtu.be/Jl2W6G9xfqw
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cloud to edge, organizations are increasing seeking data protection controls safeguard 
sensitive data wherever that data resides. M 
 
Several use cases are underway, H including financial institutional use, autonomous 
vehicles, mechanical engineering, securing healthcare data.  In medicine, using 
Confidential computing, patients’ privacy is protected, and hospitals or other data owners 
remain in control of their valuable data as data is pushed and pulled from other 
institutions. In 2021, Germany implemented confidential computing-based healthcare 
applications with its “E-Rezept” (electronic prescription), an infrastructure system that 
handles drug prescriptions within the German national healthcare system. M 
 
Confidential Computing is the protection of data in use by performing computation in a 
hardware-based Trusted Execution Environment (TEE). H  Separated from a main 
operating system, a TEE ensures that data is stored, processed and protected in a secure 
environment. M A TEE is defined by the CCC as an environment that provides a level of 
assurance of the following three properties: data confidentiality, data integrity, and code 
integrity. H Data confidentiality means that those unauthorized entities cannot view data 
while it is in use within the TEE. H Data integrity ensures unauthorized entities cannot 
add, remove, or alter data while it is in use. H   Code integrity requires that unauthorized 
entities cannot add, remove, or alter code executing in the TEE. H  Current conventional 
computing provides ways to encrypt data at rest and while in transit, nonetheless, 
confidential computing protects the confidentiality and integrity of your data while it is in 
use. M 

Confidential computing 
technology enables multiparty 
analytics in cases where the 
data owner might want to 
share a portion of a dataset 
while protecting the rest from 
view (see Figure 2). M   
 
Industries are incorporating 
confidential computing 
systems for the protection of 
items such as Health 
Insurance Portability and 
Accountability Act (HIPAA) 

information, financial data, container data and code integrity, and running algorithms on 
encrypted datasets from multiple sources. M Protecting highly regulated industries, such 
as financial services and healthcare, M have led the way in advancing confidential 

Figure 2. Example Modular solution for Edge/IoT confidential 
computing Graphic Representing. Click on picture or go to: 

https://community.arm.com/arm-community-blogs/b/infrastructure-
solutions-blog/posts/confidential-computing-brings-secure-data-

processing-to-the-edge  to read more. Source: The Arm Community. 

https://youtu.be/HsXJDKvHcQo
https://www.intel.com/content/dam/www/central-libraries/us/en/documents/confidential-computing-case-studies.pdf
https://blog.edgeless.systems/4-use-cases-for-confidential-computing-34f62e77a4de
https://confidentialcomputing.io/wp-content/uploads/sites/85/2020/10/Confidential-Computing-Deep-Dive-white-paper.pdf#:~:text=2.1 Definition Confidential Computing is the protection of,for the definition of a Trusted Execution Environment.)
https://www.techtarget.com/searchitoperations/definition/trusted-execution-environment-TEE
https://confidentialcomputing.io/wp-content/uploads/sites/85/2020/10/Confidential-Computing-Deep-Dive-white-paper.pdf#:~:text=2.1 Definition Confidential Computing is the protection of,for the definition of a Trusted Execution Environment.)
https://confidentialcomputing.io/wp-content/uploads/sites/85/2020/06/ConfidentialComputing_OSSNA2020.pdf#:~:text=Data confidentiality means that those unauthorized entities cannot,cannot be replaced or modified by unauthorized entities.
https://medium.com/microsoftazure/how-to-achieve-end-to-end-encryption-in-times-of-hybrid-environments-b849fe775cca#:~:text=Data integrity%3A Unauthorized entities cannot add%2C remove%2C or,are met%2C even to the more sensitive data.
https://www.researchgate.net/publication/356474602_Confidential_Computing_and_Related_Technologies_A_Review
https://www.protocol.com/sponsored-content/confidential-computing-the-final-frontier-of-data-security
https://www.hstoday.us/featured/leveraging-confidential-computing-to-protect-data-in-use-at-dhs-agencies/?msclkid=d56cbc59b93a11ec82f19b7521fe9de7
https://docs.microsoft.com/it-it/azure/architecture/example-scenario/confidential/healthcare-inference
https://docs.microsoft.com/it-it/azure/architecture/example-scenario/confidential/healthcare-inference
https://community.arm.com/arm-community-blogs/b/infrastructure-solutions-blog/posts/confidential-computing-brings-secure-data-processing-to-the-edge
https://community.arm.com/arm-community-blogs/b/infrastructure-solutions-blog/posts/confidential-computing-brings-secure-data-processing-to-the-edge
https://community.arm.com/arm-community-blogs/b/infrastructure-solutions-blog/posts/confidential-computing-brings-secure-data-processing-to-the-edge
https://community.arm.com/arm-community-blogs/b/infrastructure-solutions-blog/posts/confidential-computing-brings-secure-data-processing-to-the-edge
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computing innovation. M  As confidential computing framework implementation protects 
privacy and data, organizations can collaborate and work with external stakeholders 
without disclosing intellectual property or other data that they want to keep safe. M  

Notably, the Department of Homeland Security is conducting a confidential computing 
proof of concept to share intelligence about threats, cyber vulnerabilities and exploits 
across the public-private-sector enterprise. H 

 

The hurdle to scaling confidential computing is setting industry implementation 
standards. M Currently, network and hardware providers offer their own proprietary 
solutions that may be incompatible with other provider software and hardware systems. H 
This fragmentation increases the vulnerability surface and multiplies the development 
and testing costs to support multiple clouds. H Additionally, lack of standardization 
erodes validating attestation chains of trust, challenges enforcing policy controls around 
enclave deployment and use, and seamless lifecycle management. H 
 
Though IEEE15 Computer 
Society interest in confidential 
computing is relatively recent, 
entities like the CCC bring 
together hardware vendors, 
cloud providers, and software 
developers to accelerate the 
adoption of confidential 
computing and define TEE 
technologies and standards. M  
Founding Members of the CCC 
include: Alibaba, Arm, Google Cloud, Baidu, ByteDance, decentriq, Fortanix, Huawei, 
Intel, Kindite, Microsoft, Oasis Labs, Oracle, Red Hat, Swisscom, Tencent and VMware. 
M  Others, like IBM have been investing in Confidential Computing technologies for over 
a decade. H  Additionally, market predictions, such as those provided by strategic IT 
research company Everest Group (also known as Everest Global), assert that the 
confidential computing market grows at a compound annual growth rate (CAGR) of 
90%-95% in the most aggressive scenario, and 40%-45% even in the most conservative 
scenario till 2026. M Growing availability of confidential computing will continue to 
expand exponentially given the vast resources, collaboration, proof of concepts initiatives 
and market indicators. M   

 
15 Institute of Electrical and Electronics Engineers https://www.ieee.org/ asserts it is the world’s largest 
technical professional organization dedicated to advancing technology. IEEE is a 501c professional 
association for electronic engineering and electrical engineering with its corporate office in New York City 
and its operations center in Piscataway, New Jersey. It was formed in 1963 from the amalgamation of the 
American Institute of Electrical Engineers and the Institute of Radio Engineers. 

Figure 3. Trends in Confidential Computing. Click on picture or go 
to: https://youtu.be/ZVSTVBdr82k?t=636 to view video.        

Source: Confidential Computing Consortium channel on YouTube. 

https://www.protocol.com/sponsored-content/the-road-to-confidential-computing-ubiquity?rebelltitem=2#rebelltitem2
https://securityintelligence.com/articles/confidential-computing-future-cloud-computing-security/?msclkid=b6173bb8b93711ec8e50610843488841
https://www.hstoday.us/featured/leveraging-confidential-computing-to-protect-data-in-use-at-dhs-agencies/?msclkid=d56cbc59b93a11ec82f19b7521fe9de7
https://cpl.thalesgroup.com/blog/encryption/confidential-computing
https://ieeecs-media.computer.org/media/tech-news/tech-predictions-report-2022.pdf
https://ieeecs-media.computer.org/media/tech-news/tech-predictions-report-2022.pdf
https://cpl.thalesgroup.com/blog/encryption/confidential-computing
https://www.prnewswire.com/news-releases/confidential-computing-membership-grows-60-percent-within-nine-months-of-formation-301085107.html#:~:text=1 Founding Members of the Confidential Computing Consortium,of Trusted Execution Environment (TEE) technologies and standards.
https://www.prnewswire.com/news-releases/confidential-computing-membership-grows-60-percent-within-nine-months-of-formation-301085107.html#:~:text=1 Founding Members of the Confidential Computing Consortium,of Trusted Execution Environment (TEE) technologies and standards.
https://www.cxotoday.com/corner-office/confidential-computing-providing-customers-complete-control-of-their-data/
https://youtu.be/ZVSTVBdr82k?t=636
https://venturebeat.com/2021/10/27/report-confidential-computing-market-could-grow-to-54b-by-2026/#:~:text=All segments of confidential computing are poised for,regulated industries such as banking%2C finance%2C and healthcare.
https://www.ieee.org/
https://youtu.be/ZVSTVBdr82k?t=636
https://youtu.be/ZVSTVBdr82k?t=636
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Analytic Confidence 
The analytic confidence for this estimate is high. Sources were reliable and corroborated 
one another. There was adequate time, however, the projections were mostly from 
industries that may financially benefit from the promotion of the evolving concepts. The 
analyst worked alone and did not use a structured method. The variety of sources 
included peer-reviewed academic journal articles, governmental websites, digital alliance 
associations, and videos by confidential computing developers. 
 

Author:  COL Troy Alexander  
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Converging Technological Advancements Will Likely Reduce 
Asymmetry Of Trust Enabling A Connected Mission Partner 
Environment Between 2028-2037 
 
Executive Summary 
Despite continued privacy and potential data breach concerns, projected network 
advances and technological innovations will likely (55-80%) reduce asymmetry of trust, 
creating an enriched and inclusive mission partner environment (MPE). Improvements in 
artificial intelligence (AI), machine learning (ML), zero-trust (ZT), and blockchain will 
increase confidence in data management, encouraging ally and partner collaboration in 
the MPE.  
 
Discussion 
Creating an enriched MPE depends on the number of participants and the variety of data 
inputs. H Privacy and potential data breach concerns drive the reluctance to share 
information. (see Data-Sharing Mindset) Kevin Zheng Zhou16, a Professor from The 
University of Hong Kong, and his research team conducted a study on trust asymmetry 
surveying 134 international buy-supplier relationships in China. The survey validated that 
trust asymmetry causes negative influences on exchange performance. M Using ZT 
methodology (see Zero-Trust Security) and blockchain (see Blockchain) technology will 
likely increase confidence in digital trust17 , encouraging support for increased data 
sharing in a MPE as early as 2030.  

 
16 Chang-Jiang Scholar Chair Professor and Professor of Management and Strategy 
17 Digital trust is the confidence users have in the ability of people, technology and processes to create a 
secure digital world.H 

Figure 17. The Five Dimensions of Data in China and the U.S. M  Source:  Marco Poloan 

https://www.esd.whs.mil/Portals/54/Documents/DD/issuances/dodi/811001p.pdf
https://journals.sagepub.com/doi/10.1177/1069031X19898492
https://www.techtarget.com/whatis/definition/digital-trust
https://macropolo.org/ai-data-us-china/?rp=m
https://macropolo.org/ai-data-us-china/?rp=m
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A data-enriched environment promotes greater refinement and more effective AI 
algorithms through ML. China’s use of massive amounts of data (see Figure 1) fuels 
advancements in AI, which outpaced the U.S. (see Figure 2) from “facial recognition, 

autonomous vehicles, and machine 
translation.” M Transparency in the 
use of AI is crucial in building the 
trust of emerging technologies. (see 
Explainable AI) As more allies and 
partners share data, ML and deep 
learning (DL) digestion of the 
information will highly likely (80-
95%) produce enriched intelligence 
and more impressive AI innovations 
to protect against incorrect sharing 
of data and breaches or manipulation 
by 2030. (see Data-Sharing Mindset) 
 
The evolution in data speeds and 
capacity that 6G and beyond is 
projected to provide will increase the 
attack vectors for vulnerabilities in 
which the development of ML and 
AI can combat. (see 6G and Beyond) 
However, using a combination of 
humans and machines in parallel and 
as a check and balance will highly 
likely reduce the increased risks and 
develop trust and confidence in the 
technology. (see Data-Sharing 

Mindset).  
 
The development of 6G and beyond fixed infrastructures and device-to-device wireless 
mesh networks will expand data injection and collaborative points. (see 6G and Beyond 
and Device to Device Solution) Emerging network connections will provide the 
processing power needed for AI analysis of the massive amounts of data from the internet 
of things and the internet of sensors to include processing at the edge. (see Machine and 
Human Communication) 
 
A 2021 study from the University of Florida researched emerging combinations of AI 
and immersive technologies such as extended reality (XR) in scholarly articles. The 

Figure 2. Global Output of AI scientific Papers. M          
Source:  Harvard Business Review 

https://macropolo.org/ai-data-us-china/?rp=m
https://hbr.org/2021/02/is-china-emerging-as-the-global-leader-in-ai
https://hbr.org/2021/02/is-china-emerging-as-the-global-leader-in-ai
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convergence of these two different technologies promotes growing collaborative 
environments between machines and humans. It creates cross-development opportunities 
that generate enriched information in real-time. This collaborative process gives decision-
makers more informed options for creating effects, specifically in “medical training, 
autonomous cars, and robotics, armed forces training, advanced visualization, conferring 
intelligence, and interpreting XR-generated data.” M (see Figure 3) 
 

 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were reliable and tended to 
corroborate one another. There was adequate time, and the task was not complex. Despite 
the lengthy time frame of the estimate, this report is sensitive to change due to new 
information. 
 

Author:  LTC Nicole Y. Shadley  

Figure 3. Map of co-occurring terms in various articles. Most occurring terms in relation to virtual reality are 
AI, training, virtual patient, immersive, and visualization. M  Source:  Frontiers in Virtual Reality 

https://www.frontiersin.org/articles/10.3389/frvir.2021.721933/full
https://www.frontiersin.org/articles/10.3389/frvir.2021.721933/full
https://www.frontiersin.org/articles/10.3389/frvir.2021.721933/full
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By 2037, Powerful Privacy-Preserving Tech Will Highly Likely 
Shepherd New Era of Data-Sharing, Enabling Decision Makers 
To Analyze Intelligence, Dynamically Build Trust, Gain Strategic 
Decision Advantage 
 
Executive Summary 
Despite the vulnerability of data and underdeveloped governance concerns, a new era of 
data sharing will highly likely (71-85%) emerge due to rapid advances in technologies 
and privacy-preserving initiatives. In the next 10-15 years, a coalescence of “data-sensors 
to decision-making” platforms and nascent governance models, notably Confidential 
Computing, Blockchain, AI/Edge-AI, Fully Homomorphic Encryption (FHE), and 6G/7G 
networks, will provide the capacity to keep data safe and secure to build trust in dynamic 
situations and gain a strategic decision point advantage.  
 
Discussion 
Fueled partly by the COVID19 pandemic and industrialized hacking, H data-privacy 
concerns spanning multiple industries are driving secure information sharing market 
activity. Accordingly, as data-privacy business value ascends, corresponding innovations 
in Confidential Computing, Blockchain, AI/Edge-AI, Fully Homomorphic Encryption 
(FHE), and 6G/7G 
networks provide 
organizations 
exponentially data-
sharing capacities 
that build 
collaborative trust in 
decision making. 
 
Numerous market 
indicators confirm 
the acceleration of 
tech, governance, 
authentication, and 
virtual environment 
initiatives to ensure private and secure data sharing. (see Figure 1) Market predictions, 
such as those provided by strategic IT research company Everest Group, assert that the 
Confidential Computing market growth at a compound annual growth rate (CAGR) of 
90%-95% in the most aggressive scenario, and 40%-45% even in the most conservative 
scenario till 2026. M (see Confidential Computing)  
 

Figure 1. The Benefits of Decentralized Identity for your Organization. Click on 
picture or go to: https://youtu.be/Ew-_F-OtDFI to view video.                                                    

Source: Microsoft Security channel on YouTube. 

https://csrc.nist.gov/publications/detail/nistir/8320/draft
https://youtu.be/ZVSTVBdr82k?t=636
https://youtu.be/Ew-_F-OtDFI
https://youtu.be/ZVSTVBdr82k?t=636
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The Institute of 
Electrical and 
Electronics Engineers 
(IEEE) H Computer 
Society recognizes 
Confidential 
Computing (see Figure 
2) development as one 
of the most significant 
technology areas 
emerging H in the space 
of protecting data. H 

(see Confidential 
Computing)  
Confidential computing incorporates encryption technologies like blockchain and FHE. H  
Consortiums, such as the Confidential Computing Consortium (CCC) are standardizing 
confidential computing frameworks to govern network providers, hardware vendors, 
cloud providers, and software developers. CCC aims to accelerate the adoption of 
confidential computing M and define associated hardware-based Trusted Execution 
Environment(TEE) H technology standards. (see Confidential Computing) 
 
Rapid advances in blockchain technology and emerging concepts for its employment, 
such as the proof-of-stake protocol and the use of smart contracts, will likely enable 
organizations to use blockchain tech to address the challenges of data sharing in low trust 
environments. H (see Blockchain)  
 
Full Homomorphic Encryption (FHE) will achieve sufficient computational efficiency to 
operate at a scale that enables analytics and machine learning (ML) on encrypted data 
sets without a need to decrypt the data sets. H (see FHE) The combination of Edge 
Computing and Artificial Intelligence to process algorithms locally will improve 
performance, optimize network traffic, and reduce latency to enable independent decision 
making without connecting to the internet or a remote cloud-based server. H (see Edge 
AI)  
 
The establishment of 6G networks (see Figure 3) and the research and development of 7G 
capabilities will highly likely (71-85%) increase network capacity through the 
deployment of sensors to capture real-time activities, M and boost support of artificial 

Figure 2. Promotional Video: What is Confidential Computing?                        
Click on picture or go to: https://youtu.be/Jl2W6G9xfqw to view video.                 

Source: Fortanix channel on YouTube. 

https://www.ieee.org/
https://ieeecs-media.computer.org/media/tech-news/tech-predictions-report-2022.pdf
https://confidentialcomputing.io/wp-content/uploads/sites/85/2020/10/Confidential-Computing-Deep-Dive-white-paper.pdf#:~:text=2.1 Definition Confidential Computing is the protection of,for the definition of a Trusted Execution Environment.)
https://www.forbes.com/sites/richardgendalbrown/2020/06/29/the-curious-world-of-confidential-computing-sharing-without-sharing/?sh=1e8f55d774d3
https://www.prnewswire.com/news-releases/confidential-computing-membership-grows-60-percent-within-nine-months-of-formation-301085107.html#:~:text=1 Founding Members of the Confidential Computing Consortium,of Trusted Execution Environment (TEE) technologies and standards.
https://confidentialcomputing.io/wp-content/uploads/sites/85/2020/10/Confidential-Computing-Deep-Dive-white-paper.pdf#:~:text=2.1 Definition Confidential Computing is the protection of,for the definition of a Trusted Execution Environment.)
https://crsreports.congress.gov/product/pdf/R/R45116/3
https://open.spotify.com/episode/6uPMGbcgaJrUCyql7Tm2y4?si=7JKKiYfSSJiAQN6ZjssyUw&nd=1
https://www.advian.fi/en/what-is-edge-ai?hsCtaTracking=c2869075-e628-48eb-8e31-31ef82e34713|74be41e9-82ca-47da-beea-b16069c1ebc5
https://www.lightreading.com/6g/nokia-bell-labs-peter-vetter-6g-will-unite-physical-and-digital-worlds/v/d-id/775199
https://youtu.be/Jl2W6G9xfqw
https://youtu.be/Jl2W6G9xfqw
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intelligence (AI), immersive 
virtual and augmented reality 
(VR/AR) applications, 
blockchain, M and potential 
wearable devices and micro-
devices. H (see 6G and Beyond)  
 
The confidence of data privacy 
standardized technologies will 
lay the foundation M for novel 
socio-technical systems, like 
Distributed Autonomous 
Organizations (DAO).18  DAO 
models, will be implemented at scale across multiple public-private organizations and set 
new conventions for online coordination and decision-making. H (see DAO) 
 
By 2030, multiple technology companies are likely to incorporate the above frameworks 
to improve performance, optimize network traffic, and reduce latency. M  Business and 
government institutions integrating these insights early will help affect implementation, 
standardization, and scalability.  
 
Analytic Confidence 
The analytic confidence for this estimate is moderate. Sources were reliable and 
corroborated one another. There was adequate time, however, several technologies and 
concepts are nascent while others require further fusing. The analyst worked alone and 
did not use a structured method, however, did incorporate information provided by peer 
future analytical assessments. The variety of sources included peer-reviewed academic 
journal articles, governmental websites, digital alliance associations, and videos by 
confidential computing developers. 
 

Author:  COL Troy Alexander  

 
18 At its core, a DAOs is a group of entities with common goals that join under a blockchain infrastructure 
that enforces a set of shared rules to achieve a shared goal. (See SFAR Distributed Autonomous 
Organizations by COL Gregory Pavlichko) 

Figure 3. 6G vision for 2030. Click on the picture, or go to:  
https://youtu.be/T6ubRoZCeVw to view the video.                                     

Source:  University of Oulu 

https://amplify.nabshow.com/articles/connect-6g-mobile-network-begins-to-take-shape-with-7g-already-in-the-wings/
https://www.lifewire.com/6g-wireless-4685524
https://www.blockchain-council.org/blockchain/is-decentralized-autonomous-organizations-dao-the-future/
https://www.researchgate.net/profile/Samer-Hassan-3/publication/346223158_An_overview_of_decentralized_autonomous_organizations_on_the_blockchain/links/601a8598299bf1cc269d4027/An-overview-of-decentralized-autonomous-organizations-on-the-blockchain.pdf
https://www.frontiersin.org/research-topics/20655/intelligent-edge-systems-for-6g
https://youtu.be/T6ubRoZCeVw
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Artificial Intelligence Enabled Advances In Edge Computing, 
Natural Language Processing, And Mixed Reality Likely To 
Enable Multilateral And Multilingual Dynamic Information 
Sharing Within US-Led Coalitions By 2037 
 
Executive Summary 
Due to 6G+ network architecture improvements and reduced costs, coupling edge 
computing, machine translation, and holography capabilities with blockchain data 
management technology is likely to enable technologically advanced militaries to create 
information sharing systems that are dynamic, redundant, and secure by 2037 despite 
concerns over transparency and biases in AI algorithms. 
 
Discussion 
The rapid adoption of new technology has resulted in AI’s pervasive presence in 
commercial settings and in individuals’ everyday lives, and is fueling the potential for 
further adaption into technologically advanced militaries, including the U.S., China, and 
Russia. HH Furthering this trend, the COVID-19 pandemic and increased remote 
connection demands ushered in a surge of technical collaboration tools that were 
unavailable at scale prior to the pandemic. M And, as the U.S., China, and Russia begin a 
new era of “Great Power Competition,” each nation will need modern methods for 
connecting with allies and partners. M  
 
The U.S. Department of Defense has identified harnessing AI-enabled capabilities as key 
to maintaining cohesion with allies and partners to prevail on future battlefields. H The 
People’s Liberation Army (PLA) has invested in big data analytics and AI to improve 
capabilities (see Figure 1). H And, while the Russian Army has struggled greatly in its 
war in Ukraine, Russia has sought to create a technologically advanced and autonomous 
combat capabilities. M There are several key technologies likely to advance successfully 
information sharing across military coalitions within the next 15 years. These include 
collaborative technologies that help people connect and build trust in other people, 
technologies that increase trust in data and network security, and recommendations for 
maximizing human trust in new AI systems through transparency and debiasing to ensure 
rapid adoption and integration. M 
 

https://csis-website-prod.s3.amazonaws.com/s3fs-public/publication/20713_Katz_CollectionEdge_v4_WEB%20FINAL.pdf
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/translation-key-chinese-think-tanks-ai-security-white-paper-excerpts/
https://singularityhub.com/2020/11/25/this-company-wants-to-put-a-human-size-hologram-booth-in-your-living-room/
https://www.foreignaffairs.com/articles/2019-12-10/age-great-power-competition
https://foreignpolicy.com/2021/05/14/biden-national-security-strategy-us-allies-partners/
https://www.rand.org/pubs/research_reports/RRA394-1.html
https://breakingdefense.com/2015/12/robot-wars-centaurs-skynet-swarms/
https://www.computationsociety.org/2020/07/27/max-entropy/
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The U.S. Army Multi-Domain Operations concept emphasizes decentralized mission 
command where dispersed operations with allied and partnered forces are central to 
success on the future battlefield. H This concept will drive the military to seek new tools 
for building trust in other people through in-depth collaboration without physical co-
location. One evolution of augmented reality is likely to enable more effective 
collaboration through holograms (see Holoportation). Advances in 3-dimensional, real-
time, full body visualization such as holopresence and holographic displays enable 
strategic leaders to make more personal connections and deliver impactful messages 
while eliminating the time, expense, and physical stress resulting from travel. M 

Holographic technology remains expensive and requires large bandwith but, as with most 
new technology, eventually prices will drop and separate advances in 5G+ and edge 
computing are also expected to support real-time, high fidelity, full 3D body scan 
teleportation through their increased computational and bandwidth capacities. M 
 

Figure 1. Where New AI Research Comes From. Source: China AI Development Report 2018, China 
Institute for Science and Technology Policy at Tsinghua University. 

https://crsreports.congress.gov/product/pdf/IF/IF11409
https://singularityhub.com/2020/11/25/this-company-wants-to-put-a-human-size-hologram-booth-in-your-living-room/
https://www.technewsworld.com/story/the-long-journey-into-holographic-transportation-86041.html
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Coupling a holographic presence with separate advances in Machine Translation and 
Natural Language Processing enable further deepen personal connections through new 
technology. Large investments by numerous major technology companies has resulted in 
relatively mature machine translation technology for real-time, multi-language translation 
of any speech into the listeners’ languages (see Neural Machine Translation). M For 
deeper context, DARPA is developing processing technologies that make 
recommendations for communicating within the emotional, social, and cultural norms 
that can differ across societies, languages, and communities (see Data Sharing Through 
Story Telling). H  When strengthening relationships with allies and partners, nations can 
improve cross-cultural NLP integration through the development of a shared corpus 
(vocabulary) to train algorithms on military-specific language, as well as a focus on 
expanding the broader corpus for partner and allied countries assessed to be most 
important during a conflict. M 

 

Other AI-driven advances focus on technology will build trust in data and networks. By 
2030, Edge AI deployments are likely to improve military decision making by increasing 
performance, optimizing, network traffic, and reducing latency – especially as 5G and 6G 
networks become operational (see Edge AI). M Edge computing moves data collection, 
analysis, and processing to the “edge” of the network where the user is located and edge 
AI brings neural machine computing power and data storage to where data is collected. H 
 

Figure 2. ARHT Media remote work demonstration. Source: ARHT Media. 

https://www.skype.com/en/features/skype-translator/
https://www.nationaldefensemagazine.org/articles/2021/5/14/darpa-working-on-new-cultural-interpreter
https://opus.nlpl.eu/
https://www.vertiv.com/en-us/solutions/vertiv-guide-to-edge-computing/
https://www.advian.fi/en/blog/what-is-edge-analytics
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The Israeli Defense Force (IDF) began initial testing of “edge-data architecture” that 
moves from the cloud to forward units to speed data processing and decision making, 

likely already tested some Edge AI capabilities in the last Gaza clashes. H Further Edge 
AI adaption for military purposes will have to overcome several challenges, however. In 
addition to significant latency concerns, Edge AI computer, memory, and power 
requirements are too large for deployment in field conditions. M Compounding this 
problem, Edge AI for military application will need the capacity to leverage machine 
learning to “stitch” multiple inputs in near-real-time to reliably inform military decision 
making. M The establishment of 6G+ networks by 2035 will provide the backbone 
necessary for edge AI by delivering terahertz bits per second network capacity (see 6G 
and Beyond). M The high quantities of data necessary for Edge AI are likely to be secured 
through vendor neutral Zero-Trust protocols likely to be adopted broadly by 2035 (see 
Zero-Trust Security). M 
 
These rapid AI-enabled advances will not result in military advantage unless humans 
trust the systems sufficiently to ensure their rapid incorporation. Even as AI becomes 
ubiquitous in daily life, multiple 
studies reveal low levels of initial 
trust in new AI technologies (see 
Distrust in New AI). HM For 
important decisions, like those 
involved in healthcare, patients do 
not fully trust AI-generated 
recommendations despite evidence 
that AI outperforms human 
clinicians at reduced cost. H The 
literature revealed two highly 
relevant concepts to improve AI 
adaptation for military operations – 
explainability, and reliability. 
Explainable AI emphasized creation 
of algorithms that are transparent 
and enable human users to 
understand how the AI arrived at a 
decision or recommendation. H 
Reliability is the creation of AI 
systems whose results are consistent and, for some models, include a “score” or 
“estimate” of how confident the AI is in its recommendation. M Incorporating these 
insights early when developing AI for military purposes will help ensure successful 
implementation and speed adoption.  

Figure 3. Trustworthy AI Framework. Source: Deloitte. 

https://www.msn.com/en-us/news/technology/idf-reveals-its-artificial-intelligence-war-data-factory/ar-AATB6jt
https://www.edgeir.com/military-use-of-edge-ai-so-far-more-like-a-modem-with-anger-issues-than-terminator-20200727
https://militaryembedded.com/ai/tackling-the-ai-paradox-at-the-tactical-edge
https://amplify.nabshow.com/articles/connect-6g-mobile-network-begins-to-take-shape-with-7g-already-in-the-wings/
https://www.crowdstrike.com/cybersecurity-101/zero-trust-security/
https://www2.deloitte.com/us/en/pages/public-sector/articles/trustworthy-artificial-intelligence-government.html
https://www.pega.com/about/news/press-releases/consumers-failing-embrace-ai-benefits-says-research
https://www.nature.com/articles/s41562-021-01146-0
https://www.darpa.mil/program/explainable-artificial-intelligence
https://hbr.org/2022/03/overcoming-the-c-suites-distrust-of-ai


101 
 

 
Analytic Confidence 
This is a moderate confidence estimate. The reliability of sources is moderate and 
information and assessments from multiple sources were generally consistent. However, 
theoretical predictions varied, and research is sometimes conflicting, specifically with 
time-based predictions on technical reliability or wide-scale adoption. Most sources were 
industry papers and news articles and not peer-reviewed academic journals.  
 

Author:  LTC Patrick Hofmann  



102 
 

Convergence of Decentralized Autonomous Organizations And 
Trust Enabling Technologies Likely To Become Foundation For 
Next Generation Mission Partner Environment by 2037 
 
Executive Summary 
The convergence of a variety of emerging technologies such as automated machine 
learning (AutoML), machine common sense (MCS), fully homomorphic encryption 
(FHE), blockchain, and decentralized autonomous organizations (DAO), makes it likely 
(56-70%) that the first military to adopt these technologies to develop a mission partner 
environment capability will have a marked advantage over their adversaries. The required 
technologies will likely mature enough to be used at scale by 2037. Despite an enterprise-
level culture of risk aversion and asymmetry of trust that will initially prevent widespread 
acceptance of these capabilities, the private sector will continue developing and 
improving these technologies and providing successful use cases.  
 
Discussion 
The convergence of multiple emerging technologies will likely result in a collaborative 
and dynamic mission partner environment by 2037. Technologies such as AutoML, 
MCS, FHE, blockchain, and DAOs provide the pieces and parts to achieve the desired 
MPE capability. This new paradigm will allow true, real-time collaboration between 
allies and partners. In addition, new technologies can increase trust between allies and 
partners and enable policy changes to increase sharing and collaboration of classified or 
sensitive information. 
 
AutoML research focuses on improving computer vision, data mining, and natural 
language processing. H  Auto ML has significantly improved the efficiency of Machine 
Learning without human data scientist intervention. H Once MCS has realized it is likely 
that AI will exhibit the ability of rational decision-making under unique environmental 
conditions, learning from new situations, and communicating naturally with people. H 
The convergence of AutoML and MCS will likely produce an MPE that can learn more 
efficient ways to teach itself how to train on new datasets without human programmers. It 
will also be able to identify emerging issues with the network and communicate these to 
end-users. These two technologies will likely produce dynamic artificial intelligence that 
will be the AI layer backbone of the MPE.  
 
The convergence of FHE and blockchain technologies will likely provide the security 
required to share data with allies and partners in an asymmetry of trust environment. FHE 
encryption enables analytical functions to execute directly on encrypted data while 
yielding the same results as if the user performs the tasks in plaintext. H This allows for a 
repository of encrypted data that can be processed without decrypting data, thus 

https://arxiv.org/pdf/1810.13306.pdf?ref=https://githubhelp.com
https://arxiv.org/pdf/1810.13306.pdf?ref=https://githubhelp.com
https://fisher.wharton.upenn.edu/wp-content/uploads/2020/09/Thesis_Joseph-Churilla.pdf
https://www.youtube.com/watch?v=487AjvFW1lk&t=162s
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expanding the data available to users. The other component of the security layer is 
blockchain technology. Because the essential concepts in blockchain technology are 
decentralization, no single computer or organization can own the chain (see Blockchain). 
Instead, it is a distributed ledger via the nodes connected to the chain. Nodes can be any 
electronic device that maintains copies of the blockchain and keeps the network 
functioning. M The convergence of FHE and blockchain will provide the security layer of 
the MPE, enabling secure sharing amongst allies and partners.  
 

DAOs are novel socio-technical systems that set a new way for online coordination and 
decision-making. H Distributed Autonomous Organizations mediate interactions of 
members (human or machine) through blockchain applications and smart contracts. H A 
DAO is a form of governance affected by smart contracts that execute agreed-upon 
protocols (rules) without human intervention. The blockchain applications control 
interactions via regulations embedded in the source code, and H agreed-upon protocols 
enable smart contract execution without human intervention across the DAO. M Although 
DAO is a recent model, it is likely that by 2037 there will be enough use cases in private 
industry to make the DAO paradigm viable for an MPE. 
 
As illustrated in figure 1, by 2037, all these emerging technologies will likely be mature 

enough to aggregate 
into a 
collaborative and 
dynamic MPE. 
Adoption of these 
technologies will 
reduce the culture 
of risk aversion 
and asymmetry of 
trust. These 
technologies will 
enable trust in how 
those the U.S. 
shares data with 

use the data and protect data sources. As the data becomes more secure and the AI layer 
works to parse data to the appropriate users, the speed at which collaboration occurs will 
increase. The potential speed and accuracy of data sharing and real-time collaboration 
will be required to implement the future Joint and Army operating concepts successfully.  
 
 
 

Figure 18. Illustration of Aggregation of Converging Technologies to Enable an MPE 
Based on a DAO Model. 

https://builtin.com/blockchain
https://www.researchgate.net/profile/Samer-Hassan-3/publication/346223158_An_overview_of_decentralized_autonomous_organizations_on_the_blockchain/links/601a8598299bf1cc269d4027/An-overview-of-decentralized-autonomous-organizations-on-the-blockchain.pdf
https://www.researchgate.net/profile/Samer-Hassan-3/publication/346223158_An_overview_of_decentralized_autonomous_organizations_on_the_blockchain/links/601a8598299bf1cc269d4027/An-overview-of-decentralized-autonomous-organizations-on-the-blockchain.pdf
https://www.researchgate.net/profile/Samer-Hassan-3/publication/346223158_An_overview_of_decentralized_autonomous_organizations_on_the_blockchain/links/601a8598299bf1cc269d4027/An-overview-of-decentralized-autonomous-organizations-on-the-blockchain.pdf
https://bitcoinke.io/2021/07/a-look-at-daos/
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Analytic Confidence 
The analytic confidence for this estimate is moderate. However, the sources were very 
reliable and corroborated one another. There was adequate time, but the analyst worked 
alone and did not use a structured method. Many sources were peer-reviewed academic 
journal articles, industry websites, and respected periodicals. Furthermore, given the 
lengthy time frame of the estimate, this report is sensitive to change due to new 
information. 

 
Author:  COL Greg Pavlichko 
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IoT, Blockchain, AR/MR, And AI Will Likely Enable A 2037 MPE 
That Goes Beyond Data Sharing To Full Collaboration With 
Partners 
 

Executive Summary 
By the year 2037, despite the challenge of being able to operate in a contested future 
cyberspace domain, the creative combination of technologies including blockchain, 
Internet of Things (IoT), Artificial Intelligence (AI) Deep Learning (DL) neural 
networks, and Augmented Reality (AR)/Mixed Reality (MR), will likely (55-80%) enable 
a Mission Partner Environment (MPE) that provides significantly enhanced data sharing 
and full collaboration between the U.S. military and its partners. The U.S. military and its 
partners will be able to combine these technologies to create a 2037 MPE due to the 
adoption of next generation network technologies. 
 
Discussion 
The DOD Instruction 8110.01 
defines the MPE as “the 
operating framework enabling 
command and control (C2) and 
information sharing for 
planning and execution across 
the full range of military 
operations … [that] 
provides the ability for DoD 
and M[ission] P[artners] to 
exchange information with all 
participants within a specific 
partnership or coalition.” H The Department of the Army Deputy Chief of Staff G2 has 
noted that the MPE in 2037 must enable dynamic information sharing and decision 
making, despite asymmetries of trust (see Annex A).  
 
During a discussion on November 19, 2022, the G2 outlined an operational vignette that 
described how the ideal future MPE should enable the sensor-to-decision maker-to-
weapon system chain, where the decision maker can be human or non-human and the 
weapon system can be lethal or non-lethal (see Annex B). Ideally, the system should be 
able to share data from any mission partner sensor on the batllefield, leverage AI for 
decision making, and be able to que any mission partner weapon system. Figure 1 
provides a model that describes how the U.S. Army can combine the technologies of 
blockchain, IoT, AI, and AR/MR to build the 2037 MPE. While analog computing is not 

Figure 19. Model of MPE 2037 leveraging Key Emerging 
Technologies. 

https://www.esd.whs.mil/Portals/54/Documents/DD/issuances/dodi/811001p.pdf
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indicated in the model, it will likely enable faster and more energy efficient AI 
processing at the edge and in the cloud (see Analog Computing). 
 
Per Figure 1, each mission partner will have an IoT system containing thousands of smart 
devices spread across the battlefield. Each device will be constantly collecting real-time 
data and transmitting it back to the mission partner. Once the data hits the mission partner 
system, edge AI will analyze the data to conduct predictive analysis and identify potential 
enemy targets that are based on priorities set by the mission partner and/or coalition of 
partners. As part of the blockchain distributed ledger system, for each piece of data 
collected, a smart contract will automatically determine how much of the data can be 
shared with each of the other mission partners and it will automatically send the data to 
each partner and capture the data transactions in the blockchain, which will enable each 
partner to track and audit all data transactions to ensure their data is shared at the 
appropriate level. For targetable data, the smart contract will also send it to a centralized 
AI decision making system. The centralized AI decision making system will identify 
priority targets that meet strike criteria and determine the appropriate decision making 
authority for the target, which can be human or non-human. Once the decision maker 
decides to strike the target, the AI system will determine the best weapon system to strike 
the target and a strike order will be sent to the partner that controls the weapon system. 
The system will send the strike order as a transaction through the blockchain. For non-
targetable data, analysts and commanders will use AR/MR technology to develop a 
common operating picture of the battlefield and collaborate beyond traditional 
geographic boundaries. The below sections provide additional detail on each of the 
technologies that need to be combined to create the MPE system described above. 
 
The term IoT is used to describe the billions of devices across the globe that are 
connected to the internet (see IoT). M It is likely that the future battlefield will include 
thousands of smart devices, such as weapon systems, smart munitions, and sensors, that 
will be linked together using an IoT type architecture. MM These IoT devices will generate 
large datasets that will require AI DL neural networks to analyze and process (see 
Narrow AI). Additionally, the adoption of analog computing will make edge AI enabled 
smart devices and AI cloud processing faster and more energy efficient (see Analog 
Computing). 
 
Blockchain technology will enable the future MPE to address asymetries of trust between 
partners (see Blockchain). For the purpose of this assessment, aysmetry of trust is defined 
as “a situation where different partners have different levels of information that they are 
willing to share with the U.S. and other partners; some partners may have a zero-trust 
relationship with other partners” (see Annex A). Individual partners will be able to store 
the data they collect from their IoT network of smart devices and sensors in highly 

https://www.zdnet.com/article/what-is-the-internet-of-things-everything-you-need-to-know-about-the-iot-right-now/
https://dras.in/the-internet-of-battlefield-things-iobt/
https://www.theregister.com/2018/04/11/army_ai_military/
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secured databases that they manage. Partners will then be able to use blockchain tech to 
create an immutable distributed ledger that validates access to partner data and records all 
access requests. For routine data sharing events, partners can establish smart contracts 
that automatically regulate access between various partners, based on previously 
established trust relationships. The owner of the data controls access through the 
blockchain.  Each partner can audit the distributed ledger at any time to ensure only 
authorized entities have access to their data. The MIT MedRec project is exploring a 
similar model for managing Electronic Health Records (EHR) (see Blockchain). H 
 
The future MPE will likely leverage AR/MR to go beyond data sharing to enable 
collaboration. Partners using AR/MR technology will be able collaborate and meet 
without geograpic limitations (see AR Collaboration). Using AR/MR, military 
commanders on the battlefield will be able to meet with fellow commanders, as well as 
regional and technical experts that may be in short supply, from any partner force. This 
will provide commanders new levels of insight and the ability to conceptualize the 
battlefield leveraging the data from the thousands of partner IoT smart devices 
proliferating the battlefield.  
 
The DOD assessment on the Joint Operating Environment 2035 emphasizes that the U.S. 
military will be forced to operate in an increasingly contested cyberspace domain in the 
future, which includes telecommunications networks, computer systems, and embedded 
processors. M For the future MPE architecture to be successful, the U.S. military and its 
partners will have to create a robust communications infrastructure that will ensure 
reliable data flows in the future contested cyberspace domain. The U.S. Army is 
addressing this concern by designating modernization of Army network technologies as 
one of its six modernization priorities. M To enable this modernization priority, Army 
Futures Command established the Army’s Network Command, Control, Communication, 
and Intelligence Cross-Functional Team (N-CFT), which “is responsible for enabling 
Army formations to reliably communicate anywhere, anytime, in all domains, in all 
environments, against any adversary.” M 
 
Analytic Confidence 
Overall analytic confidence in this estimate is moderate. The analyst had adequate time, 
but the task was complex. The analyst has high confidence in the evaluation of the 
viability of technologies in this assessment. However, the analyst confidence in the 
timeline is moderate. The ability of the Army to change DoD policy related to classified 
information sharing will likely have a significant impact on the implementation timeline.  
 

Author:  COL Anthony Pollio  

https://medrec.media.mit.edu/
https://media.defense.gov/2018/Sep/18/2002041658/-1/-1/1/CYBER_STRATEGY_SUMMARY_FINAL.PDF
https://api.army.mil/e2/c/downloads/567887.pdf
https://www.armyfuturescommand.com/net/
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Terms of Reference: 

The Future Mission Partner Environment in 2037 

 

 
Requirement: 

 
What technical and process advancements over the next 15 years are likely to enable 
dynamic information sharing and decision making19 within a Mission Partner 
Environment (MPE)20 despite asymmetries of trust21? 
 
● What data formatting, data routing, and trust relationships are required for the future 

MPE?  
● What technology and or process improvements will facilitate multilateral sharing of 

information in near real-time? 

● How is mission partner information protected from indiscreet sharing amongst 
partners and allies? 

● How does this capability utilize future developments in artificial intelligence to solve 
above stated problems?  

● What policy changes are required to enable the future MPE? 

 
Methodology and Notional Execution Timeline: 

 
The team expects to conduct unclassified research through reviews of academic journals, 
open-source publications, and periodicals. The team will also interview and correspond 
with government, academic, and private sector experts in the fields of networking, cyber, 
intelligence, and modeling. The team expects to focus its research on future models and 
emerging technical solutions for information sharing.  
 
The following outline of activities is notional.  The exact order and types of activities 
conducted will depend heavily on the kinds of information available:   
 

 
19 Decision Making – Human and Automated 
20 MPE – A capability framework that improves partner information-sharing, data exchange and integrated 
execution through common standards governance and agreed-to procedures. MPE supports commanders’ 
execution of critical joint warfighting functions: C2, information, intelligence, fires, movement and 
maneuver, protection, and sustainment. To perform these warfighting functions, commanders require 
services be common to both the enterprise and expeditionary levels of operation for human-to-human 
collaboration (e.g., chat, secure voice, video teleconferencing, email (with or without attachments), web 
browsing). 
(https://www.esd.whs.mil/Portals/54/Documents/DD/issuances/dodi/811001p.pdf) 
21 Asymmetry of Trust – represents a situation where different partners have different levels of information 
that they are willing to share with the U.S. and other partners; some partners may have a zero-trust 
relationship with other partners. 
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Step 1: Research (December 2021 – January 2022) 
• Describe the desired state in a Mission Partner Environment of 2037. 
• Describe existing U.S. technological and policy challenges with information sharing.  
• Identify industries that require near real-time data sharing in competitive 

environments. Identify instances where civil sectors are challenged with similar “zero 
trust” information environments.  

• Potential actors include global stock exchange companies, international banks, 
technology companies, and cyber security firms. 

• Research advancements with the potential to enable near real time sharing of 
information including the meta-verse, artificial intelligence, automated decision-
making, and quantum computing.  

• Conduct interviews and outreach with experts, analysts, and strategists who are 
knowledgeable on emerging solutions.  

• Explore potential vulnerabilities of emerging technologies and potential adversarial 
capabilities to exploit or aggravate a trusted environment. 

 
Step 2: Synthesize and Analyze (February – March 2022) 
• Evaluate applicability of technologies and processes.  
• Evaluate research for potential material solutions. 
• Evaluate research for potential non-material solutions. 
• Validate assumptions and, if needed, reframe the desired MPE capability based on 

research results.  
• Provide feedback and conduct additional research as required. 
• Identify iterative benchmarks to achieve desired end state. 
 

Step 3: Develop Recommendations and Finalize Results (April 2022) 
• Develop vignettes and use cases to describe implementation of future MPE solutions. 
• Where applicable, develop new models for information sharing. 
• Where necessary, propose new models that conflict with existing information sharing 

and classification policies. 
 
Step 4: Present Recommendations (May 2022) 
• The team will finalize the written report outlining the team’s findings and 

recommendations.  
• Out-brief LTG Potter and her team (9 – 13 May 2022) 

 

Challenges: 

 

• Time. The team is conducting this four-month, unclassified research study to 
complete a U.S. Army War College requirement and a full graduate course load. The 
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estimated time to complete the research study is between April – May 2022. COVID 
restrictions imposed may limit the ability to travel and the timely accessibility of 
resources. 

 
• Accessibility. Commercial, private sector, and international information may be 

challenging to gather. Research details may be constrained due to language, 
classification levels, and political policy agreements, which are beyond the scope of 
this academic approach. Institutions may be reluctant to showcase, discuss or release 
concepts regarding emergent technologies and proprietary information due to 
intellectual property constraints. 

 
• Extensiveness. Research team members have limited technical expertise with digital 

information sharing or existing information-sharing policies. Due to the complexities 
of established MPEs and innumerable factors impacting the implementation of a 
future MPE, the team’s ability to identify impediments will be limited. 

 

Resources: 

 

• The team will use open-source non-classified media including published information 
from academic, professional organizations, and Army War College resources. 

• The team has a variety of expertise in simulations, military intelligence, human 
resources, and the signal career fields. 

• The team will use the recent Warfighter, Defender Europe, and Joint Warfighter 
Assessment after-action reviews to understand current MPE challenges.  

• The team will use relationships with Army Futures Command and various cross-
functional teams to discuss current and future enterprise-level MPE efforts. 

• The team will leverage personal and Army War College Staff relationships with 
domestic and international colleagues spanning military, government, academic, 
professional organizations, industry, and institutional entities. 

 

Administration: 

 

• The final product will be provided in .PDF format and is for the sole use of LTG 
Laura A. Potter, DCS G2, USA, and those she so designates. 

• The out-brief will be ready for presentation upon peer-review completion, with the 
final out-brief scheduled for April – May 2022. Therefore, the optimal window for 
out-brief is 9-13 May 2022. 

• The research team is comprised of (all phone numbers are personal cell phones): 
o Primary Point of Contact: LTC Patrick Hofmann 
o Alternate Point of Contact: LTC Nicole Shadley 
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o Team Members 
▪ COL Troy Alexander,  

troy.alexander.mil@armywarcollege.edu, 949-547-1728. 
▪ COL Gregory Pavlichko 

gregory.pavlichko.mil@armywarcollege.edu, 334-806-8069 
▪ COL Anthony Pollio 

anthony.pollio.mil@armywarcollege.edu, 808-348-0860 
▪ LTC Patrick Hofmann 

patrick.hofmann.mil@armywarcollege.edu, 202-725-6084 
▪ LTC Nicole Shadley 

nicole.shadley.mil@armywarcollege.edu, 253-370-9110 
o Official Mailing Address: 122 Forbes Ave, Carlisle, PA 17013 

  

mailto:troy.alexander.mil@armywarcollege.edu
mailto:gregory.pavlichko.mil@armywarcollege.edu
mailto:anthony.pollio.mil@armywarcollege.edu
mailto:patrick.hofmann.mil@armywarcollege.edu
mailto:nicole.shadley.mil@armywarcollege.edu
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Annex B - Notes From November 19, 2022 Meeting With The 
Army G2 
G2 Participants:  
LTG Laura Potter, HQDA G2  
Mr. Alexander Miller, HQDA G2 Senior Science and Technology Advisor  
Mr. Anthony (Jamie) McDonald, Director, HQDA G2 Strategic Initiatives Group  
Dr. Fisher (I did not get the spelling of his name or his position within the G2)  
  

• Problem:  Sharing among any and all US partners has differing levels of trust (i.e. 
asymmetry of trust), which results in sharing of information at lower levels of 
usefulness.  

• Solving the problem with changes at the technical, process, policy, and analytical 
levels.  

• Possible solutions should not be limited to a specific AOR.  
• Mr. Miller suggested that we may want to compare and contrast existing solutions 

in different AORs.  US/FVEY sharing systems are probably the most effective 
available at this time.  

• While solving this problem is important to the G2 for intel sharing, it is a USG 
problem that effects all aspects of US/Ally information sharing.  

• Possible solutions should be scalable, flexible, and able to setup across the 
spectrum of US partners that may have varying degrees of technical sophistication 
(i.e. from allies with limited OSINT capabilities thru allies with sophisticated 
technical capabilities).  

• Ideally they want to have a system that enables pushing classified US targeting 
sensor data directly to an allied decision maker (human or machine) to trigger 
partner fires and/or effects.  

• Mr. Miller stated that we can assume the network and analytic tools already exist 
and we should focus more on how to get the right data to the right people.  

• While they want us to identify potential policy impediments to possible solutions, 
they do not want us to focus on writing policy.  

• Based on the guidance from Mr. Miller, it appears that our primary focus should 
be on data formatting, data routing, data trust relationships, process, and sensor 
=>decision maker=>shooter/effect relationships.  

• Suggested we should also consider leader to leader and staff to staff sharing.  
• Review last year's project to see examples where decision makers may not be 

human.  
• We should look at sharing in both competition and hostilities.  
• To get a feel for existing partner sharing challenges see WarFighter 21-4 

AAR/lessons learned (in Teams folder). It provides examples for UK, French, and 
FVEY+1 sharing scenarios.  

• FVEY sharing provides the best example that currently exists.  
• Policy will be the hardest peace.  They do not expect us write policy, but believe 

it would be helpful if we identify policy impediments.  
• If we provide proposed technical, process and system solutions, the G2 will use it 

to push future policy changes.  
• PHALANX system is a good example of an effective kill chain solution.  
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• Vignette:  French sensor queues a US system to “kill” an incoming missile.  
• The decision maker can be human/non-human and anywhere in the network.  
• Possible data use case can be UNCLASSIFIED commercial imagery as a proxy 

for partner sharing.  
• Will also need to consider how we share crypto keys with partners.  
• May also need to consider how to share simulation data.  
• We will likely need to work within existing classification boundaries or identify 

what areas might need to change (i.e. tear-line at the sensor).  
•  Consider zero trust and/or trust asymmetry solutions.  
• The G2 mentioned the Combined Joint All Domain C2 (CJADC2) system.  I am 

not sure what that is.  
• The G2 said that she needs a dynamic, scalable sharing environment that is easy 

to expand and navigate (example - start with UK and AUS, then expand to other 
ASEAN partners with varying technical capabilities).  

• Best case is a single exercise/training and operational system, but the G2 realizes 
that classification restrictions may prevent it.  

• The G2 mentioned Project Convergence.  I don’t know what that is.  
• The G2 is also interested in federated production in addition to 

sensor=>DM=>shooter/effect tipping and queuing.  
• Data standards will be a key issue.  
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Annex C – Expert Interview notes 
 

Expert Interview Notes 
 

Telephonic interview with Darci Cavanaugh, Discover Financial Director AML  
Interview conducted on 11 March 2022 
Discussion on fraud prevention with the use of Artificial Intelligence (AI) and Machine 
Learning (ML) 
 
 
Question1: What does her financial institute use to prevent fraud? 
Answer 1: Discover uses a combination of human checks and balances with AI and 
robotic processes executing every day monitoring analysis of activity. Encrypted 
platforms and AI with ML provide security while reducing risks. 
 
Question 2: What role does the human factor play? 
Answer 2: Both humans and bots work in parallel to examine activity with the additional 
periodic checks and balances. In the initial development stages, we received buy-in early 
and frequently to help ensure the AI would be programmed to meet the requirements. 
 
Question 3: How did you gain support for AI adoption? 
Answer 3: We created incentives for adopting change and those that supported the 
journey to modernize. 
 
Question 4: What was the process for adoption? 
Answer: Enforcement of updated stringent regulations, policies, and standards. 
 
Question 5: How long did it take to get the right AI designed? 
Answer 5: We’re constantly updating it but coding, technology tests, and feedback are 
crucial to staying right. We initially established a coalition design group for input and 
feedback. We identified all parties early and included them in the development. 
 
Question 6: How did you gain/earn confidence in the AI program?  
Answer: Metrics reflect the advantages, efficiencies, and reduced risk in time and money 
that AI provided in preventing fraud. 
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Annex D - Trust Scale and Web Site Evaluation Worksheet 
 
Each source is annotated based on a trust scale that includes Not Credible (N), Low (L), 
Moderate (M), and High (H). The trust scale was determined by using the below 
spreadsheet and examining each factor. 
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Annex E - Intelligence Community Directive 203 Terms Of 
Analytic Probability 
 
For expressions of likelihood or probability, this paper used the following set of terms: 

almost 
no 

chance 
 

very 
unlikely 

unlikely roughly  
even 

chance 

likely very 
likely 

almost 
certain(ly) 

remote highly 
improbable 

 

improbably 
(improbably) 

roughly 
even odds 

probable 
(probably) 

highly 
probable 

nearly 
certain 

01-05% 
 

05-20% 20-45% 45-55% 55-80% 80-95% 95-99% 
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Annex F – Mind Map 
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Annex G - Power Point Slides 
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