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FOREWORD

Cyberspace, or the Internet, supports important 
commercial assets as well as non-commercial assets. 
A hacker, a state or nonstate agent, or a cybercriminal 
can attack cyberspace for financial, political, or espio-
nage reasons, or to steal identities, or to cause the dis-
ruption of critical infrastructure.

We have achieved great advancement in comput-
ing systems in both hardware and software and their 
security. On the other hand, we still see massive cy-
berattacks that result in enormous data losses. Recent 
attacks have included sophisticated cyberattacks tar-
geting many institutions, including those who pro-
vide management and host the core parts of Internet 
infrastructure. The number and types of attacks, the 
duration of attacks, and their complexity are all on the 
rise.

The Cyber Infrastructure Protection (CIP) collo-
quium for the academic year 2015-16 was focused on 
strategy and policy directions relating to cyberspace; 
and how those directions should deal with the fast-
paced, technological evolution of that domain. Top-
ics addressed by the colloquia included: a cooperative 
international deterrence capability as an essential tool 
in cybersecurity; an estimation of the costs of cyber-
crime; the impact of prosecuting spammers on fraud 
and malware contained in email spam; cybersecurity 
and privacy in smart cities; smart cities demand smart 
security; and, a smart grid vulnerability assessment 
using national testbed networks.

Our offerings here are the result of the 2015-16 
CIP, conducted on October 15, 2015, by the Center of 
Information Networking and Telecommunications 
(CINT) at the Grove School of Engineering, the City 



University of New York (CUNY) City College, and the 
Strategic Studies Institute (SSI) at the U.S. Army War 
College (USAWC). The colloquium brought together 
government, business, and academic leaders to assess 
the vulnerability of our cyber infrastructure and pro-
vide strategic policy directions for the protection of 
such infrastructure.

Given the complexities of national security in the 
21st century and the fast-changing nature of the cyber 
domain, SSI proudly presents the results of this very 
relevant colloquium. We are sure it will be an essential 
read for both the practitioner and the academic alike 
to gain a better understanding of cybersecurity.

			 

			   DOUGLAS C. LOVELACE, JR.
			   Director
			   Strategic Studies Institute and
			      U.S. Army War College Press
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PREFACE

This book is a follow-on to our earlier two books 
published in 2011 and 2013 respectively; and offers a 
detailed look at various aspects of cybersecurity. The 
chapters in this book are the result of invited presenta-
tions in a 1-day conference on cybersecurity that was 
held at the City University of New York (CUNY), City 
College, on October 15, 2015.

A key contribution of this book is that it provides 
an integrated framework and a comprehensive view 
of the various cyber infrastructure protection (CIP) 
approaches. The book is divided into three main parts: 
Part I addresses policy and strategy for cybersecurity 
and cybercrime; Part II focuses on the cybersecurity 
of smart cities; and, Part III discusses cyber infrastruc-
ture security and technical issues. We strongly recom-
mend this book for policymakers and researchers. 
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PART I:

CYBERSECURITY POLICY, STRATEGY, 
AND CYBERCRIME





3

CHAPTER 1

CYBERSECURITY: A GOOD DEFENSE IS 
A COOPERATIVE INTERNATIONAL 

INTELLIGENT DETERRENCE CAPABILITY

Haidar Chamas
Tarek Saadawi

INTRODUCTION1

This chapter discusses the need to establish an In-
ternational Cyber Union (ICU) to overcome cyberse-
curity challenges in securing cyber infrastructure. Re-
cent cybersecurity attacks and breaches demonstrate 
the growing means of anonymous communication, so-
phistication, and boldness in conducting well-orches-
trated cyberattacks. In order to combat growing cy-
bersecurity threats, we must consider these events as 
urgent wake-up calls for the need to establish interna-
tional cybersecurity laws, regulations, and standards. 
We recommend the establishment of an ICU to moni-
tor, collect, and verify international cyber-illegalities 
and hacks, take necessary legal actions, and provide 
a platform for international cooperation in the cyber 
domain. The ideal ICU would be an international in-
dependent body that would oversee how to deal with 
addressing international cybercrimes, cyberattacks, 
cyberespionage, cybervandalism and sabotage, as 
well as cyberwarfare. The need to strengthen cyber-
security technologies with advanced mechanisms that 
help to identify where attacks originate from, and help 
to determine the attackers’ identities, are becoming in-
creasingly vital to ensure uninterruptible use of cyber-
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space. In addition, this chapter touches on a potential 
new threat of using cyber as a weapon by states. This 
chapter also proposes an organizational model for an 
ICU that will lead to increased collaboration and trust 
among nations and minimize cyber-security threats.

Cyberspace, or the Internet, is an open global com-
munication infrastructure accessible by anyone to 
share, exchange, or to download information online. 
This infrastructure supports important commercial 
assets for conducting electronic transactions (e-com-
merce) globally as well as non-commercial transac-
tions. Anyone connected to cyberspace can access the 
global network virtually from anywhere. As a state or 
nonstate agent, a cybercriminal can attack cyberspace 
for financial, political, or espionage reasons, or to steal 
identities or to cause the disruption of critical infra-
structure. Cybersecurity is a protection mechanism for 
the information that is stored or transported through  
cyberspace.

Cybersecurity attacks continue to flourish, due in 
part to software errors, misconfigurations, unpatched 
operating systems and applications, or user errors, 
which make cyber systems susceptible to attacks or 
exploitation. Although the required technology need-
ed to counter cyberattacks and to ensure secure infor-
mation exists today, many organizations still do not 
have a cybersecurity strategy, nor do they allocate the 
required resources to tackle cyberattacks. Each orga-
nization must identify, prioritize, and implement the 
required policies to defend its most sensitive informa-
tion and network infrastructure, as well as develop a 
resiliency plan that will allow it to carry out its mis-
sion effectively, if attacked. However, the necessary 
tools are missing that would ensure that appropriate 
policies, and their implementation and configura-



5

tions, are being carried out correctly resulting in the 
minimal possibility of user errors. The need to con-
tinue to be vigilant in safeguarding sensitive and clas-
sified data and information according to their level 
of sensitivity and classification, and to establish and 
follow risk management policies, is necessary. Vigi-
lance is needed until the cybersecurity industry can 
provide comprehensive solutions based on intelligent 
analytical models with session flows that verify their 
end-points in collaboration with verifiable network 
providers’ end-to-end paths and flows.

Educating the work force continues to be impor-
tant, but this will not provide a fail-safe mechanism, 
as insider leaks and malicious attackers are becoming 
sophisticated in the art of deception, phishing, and the 
use of hacking tools to access confidential and non-
confidential information for their own economic or 
political gains.

The cybersecurity industry needs to work together 
on the development of super-cyber-centers that auto-
mate the detection of threats, conduct assessment, and 
share information on potential vulnerability risks for 
old, existing, or new threats. In addition, alerts and 
updates on known attacks or confirmed exploits for 
critical infrastructure elements or systems must be 
fixed, tested, and shared to ensure key systems are 
protected.

CYBERSECURITY THREATS

Cybersecurity threats include cybercrime, cyber-
vandalism, and cyberwarfare. Hence, we need to 
establish the appropriate classifications and termi-
nologies regarding the types of cyberattacks and their 
sponsorships. These classifications and terminologies 
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should differentiate between a state, an individual, or 
a group within a business, organization, or an exter-
nal group of hired criminals. Regardless of how we 
classify a cyberattack, it has the potential to impact in-
ternational relationships, businesses, economics, and 
political atmospheres; potentially leading to cyberbul-
lying, cybervandalism, or even cyberwarfare amongst  
nations.

Despite leaps in technological advancements made 
in computing system hardware and software areas, 
we still hear about massive cyberattacks that result in 
enormous data losses. Cyberattacks in 2015 included: 
sophisticated attacks that targeted Ashley Madison, 
the U.S. Office of Personnel Management (OPM), the 
White House, and Anthem; and in 2014, cyberattacks 
were directed at Sony Pictures Entertainment, Home 
Depot, J.P. Morgan Chase, a German steel factory, a 
South Korean nuclear plant, eBay, and others. These 
attacks and many others highlight the continued vul-
nerability of various cyber infrastructures and the 
critical need for strong cyber infrastructure protection 
(CIP).2

Over the past few years, cyberattacks have target-
ed both industry and government organizations, but 
unlike those attacks, the Sony “wiper” malware attack 
was the first deliberate attack on a U.S. enterprise. 
This type of attack highlighted that state and non-
state actors are actively conducting cyber-operations 
to achieve a variety of political, economic, or military 
objectives.

Former U.S. President Barack Obama issued Ex-
ecutive Order 13636 in 2013 to take specific steps to 
improve information sharing with the private sector, 
raise the level of cybersecurity across our critical infra-
structure, and enhance privacy and civil liberties. In 
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2014, the President also emphasized his “Cybersecu-
rity Framework” to ensure:

America’s economic prosperity, national security, 
and our individual liberties depend on our commit-
ment to securing cyberspace and maintaining an open,  
interoperable, secure, and reliable Internet.3

These efforts have increased national awareness and 
improved our preparedness and means both techni-
cally and legally.

Threats from a Borderless Cyberworld. 

Cyberattacks have been used internationally 
against commercial, industrial, and Government orga-
nizations. This reflects a dangerous escalation, caused 
by cybercriminals or their agents, on international re-
lations, security, and economic agreements. The po-
tential of camouflaged cyberattacks against data sys-
tems provide state or nonstate groups and actors with 
a certain degree of anonymity, enabling them to cause 
irrevocable damage among institutions and nations. 

Concerns by U.S., European Union, and Asia-Pa-
cific officials highlight the need to standardize cyber-
norm laws and policies and to reduce the risks of po-
tential cyberthreats. The U.S. Department of Defense 
(DoD) issued its cyber-strategy and named China and 
Russia as key suspects of cybercrime, which prompted 
both countries to deny the accusations. Subsequently, 
these two countries forged a cybersecurity alliance 
under the Shanghai Cooperation Organization (SCO), 
which was viewed in some circles as a response to the 
escalation of threats and the risk of facing preemptive 
steps against their cyber infrastructure. 
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New forms of cyberthreats continue to target gov-
ernment organizations and are now making their way 
into military institutions. These offensive actions in-
crease the risk of cyberwarfare among nations and 
encourage others to carry out attacks from locations—
masquerading as citizens of those locations—causing 
further destabilization and potential armed conflicts. 
If a nation prematurely takes preemptive steps or car-
ries out a cyberattack to defend itself against perceived 
cyberthreats, it may inadvertently escalate a situation 
unnecessarily that may lead to more cyberattacks, and 
potentially a cyberwar or military confrontation.

Cybercrimes or cyberattacks on U.S. entities origi-
nating from within the U.S. region must be addressed 
by established U.S. laws and policies, but if an at-
tacker—either state or nonstate agent—is a non-U.S. 
entity, then we need to adhere to the established inter-
national laws or cyber-agreements that apply.

Threats from the Bad Guys.

Cyberattacks are blurring the lines between good 
and bad guys. Information obtained from the recent 
hack of the Ashley Madison website is being used to 
blackmail its members or to steal their identities. Inno-
cent people are being lured into bogus websites, which 
offer to reveal the identities of the Ashley Madison us-
ers, and then find themselves becoming victims when 
they click on targeted messages or malicious links.

The hack of an Italian surveillance cybersecurity 
firm called the Hacking Team, based on documents 
released by yet another hacking group, indicates that 
the Hacking Team cyber-business was for hire by 
anyone who was willing to pay the price, regardless 
of their targeted use, intended reasons for access to 



9

information, or the use of snooping tools.4 The ques-
tion of how many similar Hacking Team firms exist 
around the globe, and how easily a state or nonstate 
client can utilize their services anonymously, remains 
open. This revelation emphasizes the need to ensure 
that existing regulations and cybersecurity laws must 
also be extended to include laws for licensing of cy-
bersecurity software and hacking tools developed by 
private cybersecurity firms, vendors, and individuals. 
In addition, there is even a greater need to ensure that 
governments adhere to international laws and agree-
ments regarding the privacy and legality of collecting 
data against foreign nationals, individuals, corpora-
tions, and institutions.

Cybercriminals operate in different regions of the 
world and potentially can be anywhere. They may col-
laborate across nations and regions and take advan-
tage of those nations where it is difficult to track them 
or bring them to justice because of the absence of cy-
berlaws. As a result, many U.S. hackers operate from 
outside the U.S. territories to avoid being caught and 
to avoid severe penalties and prison sentences. For ex-
ample, a Ukrainian hacker—who was not living in the 
United States—was lured to travel to Turkey, where he 
was entrapped in order to be extradited to the United 
States for interrogation and to help uncover the iden-
tity of a U.S. hacker who was responsible for one of 
the largest retail breaches to date. The U.S. hacker was 
then convicted of committing fraud, breaching retail 
institutions, and stealing over 200 million credit card 
records, and received a 20-year sentence. If cyberlaws 
existed internationally, the capture and unraveling of 
the retail cyber-gang would have been much faster 
and it would have discouraged individuals from seek-
ing places where the laws are weak or non-existent to 
commit their cybercrimes. Existence of international 
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cyberlaws will make it easier for law enforcement 
agencies to coordinate against cybercriminals.

Cyberlaws and agreements amongst nations can 
target a cybercriminal regardless of where they are 
located when violating cyberlaws, and these laws can 
ensure a stiff penalty for the violator. Such was the 
case of the Israeli hacker who hacked Madonna’s lat-
est album “Rebel Heart.” He pre-released some of her 
demo songs for monetary reasons. Coordination and 
collaboration amongst law enforcement agencies led 
to the identity and arrest of the individual, who was 
convicted in 2015. 

Threats from the Good Guys.

It has been widely known for many years that gov-
ernment and law enforcement agencies have access to 
communication channels through lawful means such 
as the Communication Assistance for Law Enforcement 
Act (CALEA). CALEA provides the legal means or the 
legal framework for law enforcement agencies to access 
specific communication channels or tap into systems 
and communication networks to track, monitor, and 
record the targeted individual or group. Recent reve-
lations coming from Europe and Asia-Pacific indicate 
there are many more state and government agencies 
that are requiring access to communication infrastruc-
ture, and these agencies are collecting massive amounts 
of data with or without lawful court orders or legal  
support.

Many believe that these steps are necessary to 
catch the bad guys; however, this may not be the case 
since hackers may target these channels and utilize 
them as avenues to access our information, thereby 
increasing our privacy risks and threats. The contin-
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ued requests and requirements for exceptional access 
to infrastructure systems, as well as obtaining master 
keys for encrypted data communications by the U.S. 
Government, has raised major concerns in the techni-
cal community and the standards bodies. The techni-
cal and scientific community, led by the Institute of 
Electrical and Electronics Engineers (IEEE) in 2014, 
and more recently by a group of pioneers of Internet 
scientists, is worried that the damage resulting from 
exceptional access would be greater now than when 
it was provided 20 years ago.5 This concern includes 
government access to systems and infrastructures 
through backdoors and access to encrypted data and 
communication channels via master encryption keys.

Threats from Terrorists’ Cyberweapons 
and Cyberwars.

The U.S. Military is in a tough spot, having to 
protect the nation against enemies and adversaries 
across physical borders. The potential use of the vir-
tual cyberspace by cyberterrorists and states presents 
a new dilemma and a potential game changer. This 
includes the need to deal with cyberattacks originated 
by rouge states, organizations, or hired help who can 
act as mercenaries at times of war, or from internal 
threats by individuals or groups armed with tools that 
can bring chaos. This presents an overwhelming and 
challenging problem for law enforcement agencies 
and the military, as there are many unknown factors 
from unknown sources that pose danger to the na-
tion. This scenario may be summarized by stating that 
many amateur and professional individuals, who can 
access sophisticated tools, can bring havoc into criti-
cal infrastructures, thereby adding more complexity 
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when determining who to deal with and how to re-
spond in a lawful manner. Some of these tools could 
be used to launch cyberattacks anonymously, or to 
assume another identity in a different country and 
launch an attack on a government facility that may 
warrant swift response, thus increasing the likelihood 
of cyber-confrontation.

The former U.S. Secretary of Defense Ashton Cart-
er indicated that The Department of Defense Cyber Strat-
egy sets clear and specific objectives for the depart-
ment to achieve over the next 5 years and beyond. In 
this strategy, the defense department highlights three 
primary cyber-missions. The first mission is that the 
“DoD must defend its own networks, systems, and in-
formation.”6 It states that the DoD must prepare and 
be ready to operate in an environment where access to 
cyberspace is contested. This statement clearly shows 
that our adversaries will consider using cyberspace to 
target the Internet infrastructures that will affect com-
mercial, government, and individual entities without 
discrimination.

Military and law enforcement agencies also need 
to be vigilant on other fronts: taking on hacker groups 
and criminals who target their sites; defending and 
protecting assets, both personnel and infrastructure; 
and enhancing their cyber-strategies with the appro-
priate defenses, actions, and maneuvers. The hack into 
Ashley Madison’s website and the subsequent release 
of their client list to the public is now being exploited 
by foreign nationals to cross-list names against hacked 
data from OPM and other government agencies for  the 
purpose of blackmail and counterintelligence against 
U.S. Government and military personnel. This is yet 
another example of the need for government agencies 
to be vigilant and to train their employees to abide by 
their organization’s cyber-policies. 
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A GOOD DEFENSE IS AN INTERNATIONAL 
INTELLIGENT DETERRENCE CAPABILITY

Cybersecurity is quiet challenging. The absence 
of cooperative efforts between technical, legal, eco-
nomic, and law enforcement communities will make 
this challenge even more difficult to resolve. Clearly, 
throwing a technological solution alone at cybersecu-
rity will not solve the problem. Similarly, establishing 
laws without the supporting technology for detecting, 
deterring, and enforcing appropriate penalties is fruit-
less. Therefore, there needs to be a good balance be-
tween technology and legal laws. Successful defense 
strategies must include establishing policies and laws 
and coordinating them amongst users, providers, and 
law enforcement communities. This will minimize cy-
bersecurity threats to manageable risks. 

The best defense is to build a good, cooperative, 
international, and intelligent deterrence capability 
based on key international cyber-norms, guidelines, 
and laws. This defense strategy must be enforced by 
standardized cybersecurity laws and practices with 
global support and coordination.

An independent international body is needed to 
oversee and address international cybercrimes, cyber-
attacks, cyberespionage, cybervandalism and sabo-
tage, as well as cyberwarfare. The authors propose 
the establishment of an independent body called the 
International Cyber Union (ICU) to take legal action 
against international cyber-illegalities and hacks. The 
ICU would provide a platform for international coop-
eration against cybercrimes in the cyber domain.7 

The ICU would be an independent body that could 
act as a partner and could coordinate through global 
intelligent deterrence capabilities, and would have 
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the ability to monitor, collect, and verify international 
cyber-illegalities and hacks; moreover, it could take 
the necessary legal actions against the instigators and 
attackers.

THE INTERNATIONAL CYBER UNION (ICU)  
ORGANIZATION

The ICU as an independent organization with a 
structural model similar to that of the International 
Telecommunications Union (ITU) would promote 
cybersecurity research and standards. The ICU must 
also address the legal aspects of cybercrimes and up-
hold cybersecurity policies, as is being done by the 
International Criminal Court (ICC). However, unlike 
the ICC, the ICU should not require a United Nations 
(UN) Security Council review and vote to consider a 
case and/or to take action. The ICU should review 
cases that are generated by a Regional Cybersecurity 
Committee (RCC) based on a submission by a country 
office located within their region. All local complaints 
about a specific incident within a country would be 
submitted and considered by their Country Cyber-
security Agency (CCA). If the CCA finds reasonable 
evidence justifying a complaint, it would forward the 
complaint to the RCC, and then the RCC would deter-
mine whether to address it directly or forward it to the 
ICU for final judgment. The ICU would investigate 
and classify cybersecurity incidents and report back to 
the UN with factual findings. The international com-
munity would then support any action to be taken to 
prevent the recurrence of such incidents. These laws 
should be recognized and enforced globally with  
established cybersecurity guidelines.
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The ICU, under international agreement, should 
have the primary responsibility for promoting inter-
national cyber-norms, peace, and security across the 
globe. It should be able to promote, across all mem-
ber and non-member states, a set of cybersecurity 
norms, standard terminology, and laws. All member 
and non-member states would be obligated to comply 
with ICU decisions on matters related to international 
cyber-norms and cybersecurity.

The ICU would oversee all of the cyberlaws for 
economic, judicial, and security areas, as well as edu-
cation and best practices specific to regional areas. The 
proposed ICU would be composed of multiple divi-
sions, including: 

1.	 Policy and Administration. This division 
would be mainly focused on promoting glob-
al economic and e-commerce activity, and 
improving cybersecurity communications 
amongst governments, nations, and regions 
within the ICU.

2.	 Technical. This division would be mainly fo-
cused on standardization of education, best 
practices, training, cyberattacks monitor-
ing, tracking, mitigation, and attacker identi- 
fication.

3.	 Legal. This division would be mainly focused 
on substantive and non-substantive legal  
issues, including guidelines and penalties. 

The details of ICU memberships, duration, and 
support would be determined by the regional repre-
sentatives. The leadership roles would be mainly elect-
ed and based on majority votes by representatives of 
member states, including world-leading economies.
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The International Cyber Union (ICU) Structure.

The ICU should have a leadership role in determin-
ing and verifying whether a serious cyberattack is a 
threat to cyber-peace or whether it is an act of aggres-
sion carried out against a member state or a region. 
An individual country may file a cyber-complaint for 
consideration by its region, or the region may provide 
representation on the country’s behalf to resolve the 
complaint. The consideration must be based on verifi-
able data or based on a dispute that is found to be true 
by the region. An individual country may also seek 
support of other region(s) representatives, as well as 
other involved countries, to settle its dispute or to 
reach a final settlement. The ICU should have the au-
thority to indicate a country as a non-compliant, and it 
should be able to enforce the cyberlaws and sanctions 
or take other appropriate actions to restore global 
cyber-norms, peace, and security as needed. The ICU 
should promote collaboration and provide assistance 
to help protect nations or regions against cyberbully-
ing or cyberattacks. 

Figure 1-1.  International Cyber Union (ICU)  
Organization Structure.
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International Cyber Union (ICU) Policy  
and Administrative Division.

The mission of the ICU Policy and Administrative 
division would be to promote global economic and 
e-commerce activities and to improve cybersecurity 
communication amongst governments, nations, and 
regions with the ICU. In addition, this division could 
help to resolve cyber conflicts and foster trustful col-
laboration of open and secure cyber across the globe.

International Cyber Union (ICU) Technical  
Division.

The mission of the ICU technical division would be 
to promote the standardization of cyber-technology 
across the globe and to foster collaboration of open 
and secure cyber across the commercial, industrial, 
and educational entities. In addition, the ICU techni-
cal division could assist member states in building 
cybersecurity defenses, in improving their deterrent 
capability and technical education, and in updating 
their cyber infrastructure. The cyber infrastructure is 
mainly to improve cyberthreat detection and to access 
a global knowledge base of threat information.

The proposed ICU would be encouraged to col-
laborate with international military institutions to 
build and improve trust and relationships between 
nations and to minimize the use of cyberweapons and 
cyberwarfare. The ICU must also restrict the use of 
self-aware cyber-intelligent machines with military 
motives or independent cyber-intelligent systems. 
The use of artificial intelligence should be promoted 
as a good thing, especially in problem solving. How-
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ever, if precautions are not taken in preventing the de-
velopment of self-aware intelligent machines where 
humans lose control over them, then these machines 
could be used by attackers to cause havoc or carry out 
threats on infrastructures, humans, and nations.

The ICU would also be encouraged to collaborate 
with law enforcement agencies as well, in order to 
fight cybercriminals and cybercrimes. ICU technical 
support should include access to data based on law-
ful order, legal grant, or international law. Support for 
law enforcement access such as CALEA is expected. 
However, law enforcement agencies have unprec-
edented levels of access to communications and per-
sonal data without the need for lawful grant. In the 
United States, CALEA has been supported over the 
telephone networks since 1994, and in 2005, the Fed-
eral Communications Commission (FCC) expanded 
CALEA’s support to Internet broadband providers, 
like Internet service providers (ISPs), and certain Voice 
over Internet Protocol (VoIP) providers. Pushing for a 
wholesale expansion of CALEA to all Internet com-
munications services has been an ongoing battle in 
the United States since 2013, where opponents view 
it as an invasion of privacy, yet proponents see it as a 
necessary action in combating cybercrime and cyber-
terrorists.

In addition, many governments have added new 
technical requirements for backdoor access and CA-
LEA-like interfaces of key infrastructure, such as the 
case in the United States. This requirement is also in 
response to the Snowden revelation about National 
Security Agency (NSA) activities. Governments that 
have added this requirement include the Netherlands, 
France, Russia, China, the United Kingdom, and many 
others, such as Spain, Greece, Turkey, etc. A crucial 
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issue is that cybercriminals and hackers have discov-
ered some of those backdoor access points that are 
used by law enforcement agencies. These hackers are 
using point-and-click wiretapping techniques that are 
undetectable and untraceable. This is a major hazard 
to cyber infrastructure and a serious risk to legitimate 
businesses since it is very difficult to monitor or track 
these cybercriminals. Furthermore, this issue is com-
pounded by the hackers’ access to encryption keys, 
making our privacy weaker and our encrypted stor-
age infrastructure more vulnerable.

International Cyber Union (ICU) Legal Division.

The international community must take every 
measure to make the availability of cyberspace in-
frastructure unconditional and ensure its security. 
Any type of cyberattack against cyber infrastructure  
should be considered a cybercrime punishable by law, 
regardless of where the infrastructure is located. Any 
effort that undermines cyberspace operations should 
be considered a violation that must be punishable by 
established laws and regulations. The international 
community must agree that if there are any established 
laws at the victim’s location, or the location where a 
cyberattack originated from, they must be applied. In 
the absence of such laws, default international laws 
should be applied instead.

The mission of the ICU legal division would be 
to promote cyber-policies and laws across the globe; 
to foster collaboration on combating cybercrimes 
through laws and appropriate penalties; to award pu-
nitive damages to victims of cybercrimes; and to edu-
cate members on procedural and established laws in 
combating cybercrimes.
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The ICU legal division should be the focal point for 
all cyberlaws. This division would work with existing 
laws, whether they are substantive laws (for example,  
illegal access, illegal interception, data theft, and inter-
ception) or procedural laws (for example, infrastruc-
ture, data storage, and communication systems). This 
division would review policies, procedures, and laws 
and recommend selected ones for adoption to its re-
gions, as well as to standardize those laws across all 
regions.

Each region may establish a regional committee as 
the focal point that would develop necessary laws and 
propose policies and procedures to: detect illegal ac-
tivity, deter if possible, respond to threats, identify the 
criminals, seek help as necessary, prosecute the crimi-
nals, and educate its law enforcement agencies and 
institutions, as well as improve existing cyberlaws.

Each country may delegate an office or an indi-
vidual as the focal point to oversee cybersecurity legal 
laws. Each country could also develop its own policies 
and procedures or adopt the region’s approved cyber-
policies and laws. For example, legal support for law 
enforcement access such as CALEA, support for Open 
Internet, expanded CALEA support to Internet broad-
band providers, like ISPs and certain VoIP providers;  
legal support could be expanded into data traffic com-
ing from or going to other countries.

Public policy should include open, secure, private 
and risk-free Internet. Individuals and organizations 
need to assess their need for security, determine their 
vulnerabilities, and decide on their acceptable levels 
of risk, as well as their levels of cooperation and po-
tential investments needed to mitigate their risks. This 
assessment must be done without the need to worry 
about government backdoors and access to encryp-
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tion keys, or whether these actions are violating our 
First Amendment rights or privacy.

INTERNATIONAL CYBER UNION (ICU) REGION 
AND STATE ORGANIZATIONAL STRUCTURE

International Cyber Union (ICU) Regional  
Organizational Structure.

Each region would be responsible for establish-
ing each of its key divisions, such as administration, 
technical, and legal. The key divisions would address 
cyber issues related to:

1.	 Regional Policy and Administration:
•	 	Economic, E-commerce, and Social; and,
•	 Government and Military Liaison to  

Improve Communications.
2.	 Regional Technical:

•	 Cyber-technology and Infrastructure  
Improvements; and,

•	 Cyber-education. 
3.	 Regional Legal:

•	 Laws Standardization; and,
•	 Guidelines and Best Practices.

International Cyber Union (ICU) State  
Organizational Structure.

It is strongly recommended that each nation or 
state should have offices or coordinators that would 
focus primarily on cybersecurity. These should in-
clude:

1.	 State Cybersecurity Office. The main focus of 
this office would be to oversee cybersecurity 
activities across the state and promote agree-
ments amongst states in its region.
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2.	 State Cybersecurity Center. The main purpose 
of this center would be to coordinate nationally 
all activities regarding cyberspace infrastruc-
ture, security, and protection against all types 
of cyberthreats. National security collabora-
tion should include local government agencies, 
public and private corporations, and cyber-
security firms. 

3.	 State Cyber-Legal Office. The main goal of the 
Cyber-Legal office would be to review and 
adopt cyberlaws as recommended by the re-
gion or the ICU. Also, a nation may develop 
and propose its own laws for consideration by 
its region or other member states. This office 
would be responsible for all legal issues re-
lated to cyberspace, including procedures and 
policies to deter or to respond to inquiries, or 
to identify and prosecute cybercrime within its 
borders or in collaboration with an ICU region.

INTERNATIONAL CYBER UNION (ICU)  
REGIONAL MODELS

Domain Name System (DNS) Registry Model.

An important first step for an ICU in combating 
cybercrimes and cybercriminals is the formation of 
cyber-regions. These regions can take accountability 
for monitoring and policing traffic with established 
focal points that handle cybercrime activities origi-
nating and terminating in their territories. In fact, 
the regional Internet DNS service organizations, in-
cluding: the American Registry for Internet Services 
(ARIN), the Latin American and Caribbean Network 
Information Centre (LACNIC), Réseaux IP Européens  



23

(European Internet Protocol Networks [RIPE]), the 
Asia-Pacific Network Information Centre (APNIC), 
and the African Network Information Center (AFR-
NIC) can serve as an initial model for those regions of 
the world to establish RCCs.8 For a map of the regional 
Internet registries, see Figure 1-2. RCCs can also estab-
lish the appropriate guidelines for improving the over-
all performance and security of cyberspace, as well as 
promote privacy and security for e-commerce activity, 
and affirm the need to keep governments and compa-
nies out of policing cyberspace, as taken by the FCC’s 
consumer guide “Open Internet,” which outlines their 
rules on keeping the Internet open.9 Most importantly, 
RCC regions can function as committees that enforce, 
address, and resolve concerns within their region. 
They can also cooperate with each other on regional 
and global cybersecurity issues. This would form the 
foundation needed for an international cybersecurity 
body. 

Figure 1-2.  Regional Domain Name Services 
(DNS).10
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Other Models.

Other models, such as the ITU, define global re-
gions; namely Africa, the Americas, the Arab States, 
Asia and Pacific, the Commonwealth of Independent 
States (CIS), and Europe. The regional model should 
be simple and take into consideration the physical in-
frastructure that ties regions together and the traffic 
flow to and from a region. In addition, a region should 
have balanced leadership strength and the financial 
means required to improve infrastructure and laws.

Model considerations depend on other factors that 
are left to the ICU administrative leadership to deter-
mine. These include: determining whether Greenland 
should be part of the Americas or Europe; whether  
to separate North America from Central and South 
America or to combine them; and, whether to create 
a separate Arab States region or combine it with Asia. 
The same is true whether Australia and New Zealand 
form a separate region or are combined with Asia. 
Lastly, whether the CIS region is part of Europe or 
considered as a separate region. 

INTERNATIONAL COOPERATION AND  
TRUST BUILDING

The lack of progress in overcoming cyberattacks 
will have a profound impact on the use of cyberspace. 
The potential threat of an Internet shutdown by gov-
ernments is on the rise. The U.S. Government explored 
the notion of a kill-switch back in 2011. More recently, 
the Chinese Government looked at cybersecurity poli-
cies that call for a kill-switch as a measure to limit cy-
berattacks against their infrastructure. Hence, we need 
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to build cooperation and trust amongst nations and 
to differentiate between the type of cyberattacks and 
the appropriate response to such attacks. E-commerce 
must remain open regardless of the threats faced from 
anywhere.

The ICU would benefit from ongoing international 
agreements and established laws in standardizing a 
minimum set of laws across the globe. This includes 
cybercrimes definitions, appropriate punishments, 
and potential penalties. 

Cybersecurity agreements between the United  
States and other nations should continue indepen-
dently in order to strengthen and build confidence in 
combating cybersecurity attacks and to minimize  their 
risks across nations. Dialogues with other competitor 
nations are also encouraged, to improve globally the 
cybersecurity collaboration and to develop guidelines 
for combating cybercriminals and cybersecurity hack-
ers. Consequently, it will improve the resolution of 
cybersecurity issues worldwide.

The ICU would also provide a platform for inter-
national cooperation in the cyber domain that ensures 
open cyberspace accessibility across the globe. Cyber-
criminals operate in different regions of the world and 
potentially they can be anywhere. They may collabo-
rate across nations and regions and take advantage 
of nations where it is difficult to track them or bring 
them to justice in the absence of cyberlaws. Many U.S. 
hackers may operate from outside the United States 
to avoid being caught and potentially serving severe 
penalties and/or prison sentences.

It is necessary to establish rules to assess the value 
of these types of damages (in dollar values or the cost 
of replacements and reproduction) as well as defin-
ing the appropriate penalties for cyberattackers and 
enforcing them. 
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Although states, organizations, or individuals (ac-
tors) are primarily responsible for defending their 
information and protecting their interests from cy-
berattacks, they need to monitor, detect, collaborate, 
coordinate, and implement mitigation steps to limit 
their risks and damages. Those actors may opt to share 
information on their cyberattacks and seek help in 
building or improving their cyber-defenses with new 
capabilities. In addition, those actors are encouraged 
not to counter with their own cyberattacks, as these 
actions may provoke further attacks and may lead to 
even greater cyber-loss and instability. 

Collaboration and cooperation with service pro-
viders will also be beneficial. Cybersecurity services 
offered by service providers can help against cyberat-
tacks while they are developing newer acceptable se-
curity protection mechanisms against viruses and de-
veloping appropriate secondary defenses against data 
intervention and loss. This is a good step in managing 
and balancing an individual’s roles and responsibili-
ties with respect to cybersecurity. The service pro-
vider will work closely with industry and standards 
bodies to improve its real-time capability to detect, in-
spect, validate, and ensure that data is clean, while the 
user needs to focus on their education and be aware 
of where they click (web links). This shared security 
model is becoming attractive, whereby a service pro-
vider secures end-user cyber-traffic against threats for 
a fee. Threats such as spam, viruses, and phishing may 
be eliminated through service providers’ intelligent 
networks. The end-user could then focus primarily on 
their cyber-education and learn how to change their 
typical habits of point-and-click to keep them from 
opening harmful email messages. These steps are key 
components in combating many of the threats target-
ing end-users.
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Established Laws: Local and Regional  
Cyber-Norm Agreements.

The United States already has appropriate laws 
and guidelines regarding cybersecurity and cyber-
crimes. However, they are not applicable interna-
tionally. Efforts to establish international cybersecu-
rity bodies are on the rise. For example, the European 
Commission established the European Cyber Crime 
Centre (EC3) as the focal point for handling and re-
sponding to cybercrimes. Other agreements, such as 
the SCO in Asia, highlight the relationships and coop-
eration amongst member states on key items related 
to information technology (IT), cyber-norms, and cy-
bersecurity. The SCO agreement signifies the role of 
information and communication technology (ICT) in 
promoting economic and social development for the 
benefit of all humanity and the maintenance of inter-
national peace, security, and stability.

Intelligent Deterrence Capability.

The need to strengthen cybersecurity technolo-
gies with advanced mechanisms that help to identify 
where attacks originate from, and help to determine 
the attackers’ identities, are becoming increasingly vi-
tal to ensure uninterruptible use of cyberspace.

There are many standard-setting bodies that are 
leading cybersecurity activities and are addressing 
cybersecurity concerns, such as the IEEE, Internet 
Engineering Task Force (IETF), and ITU. There are 
many computer emergency response centers such as 
the Computer Emergency Response Team (CERTs). 
Additionally, there are many regional cybersecurity 
consortiums, such as the Center for Infrastructure 
Assurance and Security (CIAS) and Cybersecurity  
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Research Consortium (CRC) in the United States, Sys-
tem Security (SysSec) in Europe, and the Indian Info-
sec Consortium (IIC) in Asia. There are also global and 
international consortiums that are addressing cyber-
security issues, such as the Consortium for Cybersecu-
rity Action. Formed in 2012, the consortium is an effort 
formed by international agencies and governments 
to serve the international community by bringing to-
gether and promoting the most effective cybersecurity 
defense techniques. The ICU could further leverage 
the cybersecurity experiences and knowledge gained 
by these organizations to ensure an open and secure 
global cyberspace. 

Information Sharing and Trust Building.

The ICU would encourage nations to cooper-
ate with CERT centers and promote trust building 
amongst economic, industrial, technical, legal, gov-
ernment, and military institutions regarding cyberse-
curity threats. The ICU may utilize tools such as the 
ITU’s Global Cybersecurity Index (GCI) to measure 
progress or allocate resources based on a nation or a 
region score (0-1) and the level of threat presented.11 
Figure 1-3 shows that the United States (dark blue) has 
the highest score of 0.824 out of 1. Six countries with 
the lowest score of zero are located in Central Amer-
ica, Africa, and Asia. The ITU GCI score is based on 
data that was collected in 2014 from nations regarding 
five categories: legal measures, technical measures, 
organizational measures, capacity building, and co-
operation. The global average is about 0.28, which 
clearly represents non-preparedness for cybersecurity 
threats. Figure 1-3 also shows the GCI radar graph 
of the five categories that indicates that most regions 
in Latin America, Africa, and Asia have a GCI score  
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below 0.5. The GCI index indicates that North Amer-
ica, Europe, and CIS regions are far better equipped 
in cybersecurity as compared to the Asia and Pacific, 
Arab States, the Americas (North, Central, and Latin), 
and African regions.

Cooperation and trust building efforts will also 
present additional opportunities to develop automat-
ed intelligent systems that can identify and quarantine 
malicious traffic flows in real-time. These intelligent 
systems need to fully understand the behaviors of ser-
vices and their system interactions that will ultimately 
lead to eliminating zero-day attacks.

 

Figure 1-3. International Telecommunication 
Union’s (ITU’s) Global Cybersecurity Index (GCI).12
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The security benefits of such systems are immense, 
because they provide the mechanisms to evaluate a 
communication flow, inspect it, and take security ac-
tions as needed. These actions can also isolate a flow, 
quarantine it, re-direct it to a honey pot server, study 
its behavior, determine its signature or if it is a zero-
day attack, update the security database with relevant 
information, and share it with other security centers 
across the globe. All of these actions are done dynami-
cally and in real-time. This model will continue to of-
fer critical support and feedback to law enforcement 
agencies about the nature and behavior of an attack 
flow, source of the vulnerability, destination target, 
and method and type of attack being used.

Object-level abstraction and communication dia-
logue models need to be developed with cybersecurity 
characteristics, and control for allowing appropriate 
service transactions or software interactions. Models 
can be developed to include service parameter objects, 
profile(s), communication characteristics, dialogue be-
haviors, and signaling protocols. Such models will gov-
ern the user interaction with services via control and 
data layers. Change attempts are validated based on 
developed objects utilizing role based authentication 
access control to prevent any unauthorized attempt to 
modify public, restricted, or confidential profile char-
acteristics, based on the user profile and authentica-
tion levels. In addition, this model will differentiate 
between low, medium, and high-level sensitivity and 
enforce high data sensitivity sessions to adhere to es-
tablished policies regarding cyber-touch-points (data 
and control flow) based on object models associated 
with a user application, interface, or network.

The overall goal in securing the infrastructure is to 
build threat classification and taxonomy models that 
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are primarily focused on deliberate and intentional at-
tacks. In addition, its defense component will identify 
the type of threat and the required countermeasures 
based on the analysis of the attack. The taxonomy 
would include safety factors against errors such as 
human errors, service errors, input errors (negative 
testing of service features), and protocol robustness.

CONCLUSION

Recent hacks demonstrate the urgent need to cre-
ate an ICU that oversees all Internet security issues 
internationally. The ICU should be an independent 
organization with a structural model that promotes 
cybersecurity research and standards efforts, estab-
lishes appropriate laws and their enforcements, and 
provides a platform for international cooperation in 
the cyber domain amongst its regions and member 
states.

The need to collaborate and develop appropriate 
models and predictive security solutions is becoming 
necessary for meaningful critical infrastructure secu-
rity. Additionally, there is the need to encourage edu-
cational institutions, service providers, industry and 
manufacturers, user community partners, and govern-
ments to develop and utilize best of breed solutions 
that can accurately identify in real-time any threats 
being carried out across networks and to determine 
appropriate actions to be taken. This will also present 
opportunities to develop automated intelligent sys-
tems that can identify and quarantine malicious traffic 
flows in real-time. These intelligent systems can be de-
veloped to fully understand the behaviors of services 
and their system interactions that will ultimately lead 
to eliminating zero-day attacks.



32

ENDNOTES - CHAPTER 1

1. An earlier version of this chapter appeared as the paper 
Haidar Chamas and Tarek Saadawi, “Cyber Security: A Good De-
fense is a Cooperative International Intelligent Deterrence Capa-
bility,” Presented at The City University of New York (CUNY), 
City College, Cyber Infrastructure Protection (CIP) Conference in 
New York on October 15, 2015. 

2. Tarek Saadawi and Louis H. Jordan, Jr., eds., Cyber Infra-
structure Protection, Carlisle, PA: Strategic Studies Institute, U.S. 
Army War College, 2011; Tarek Saadawi, Louis H. Jordan Jr., and 
Vincent Boudreau, eds., Cyber Infrastructure Protection: Volume II, 
Carlisle, PA: Strategic Studies Institute, U.S. Army War College, 
2013; and the present monograph.

3. “Statement by the President on the Cybersecurity Frame-
work,” The White House, Office of the Press Secretary, Washing-
ton, DC, February 12, 2014, available from https://www.whitehouse.
gov/the-press-office/2014/02/12/statement-president-cybersecurity-
framework.

4. Andy Greenberg, “Hacking Team Breach shows a Global 
Spying Firm Run Amok,” Wired, July 6, 2015.

5. Harold Abelson, Ross Anderson, Steven M. Bellovin, Josh 
Benaloh, Matt Blaze, Whitfield Diffie, John Gilmore, Matthew 
Green, Susan Landau, Peter G. Neumann, Ronald L. Rivest, Jef-
frey I. Schiller, Bruce Schneier, Michael A. Specter, and Daniel 
J. Weitzner, “Keys Under Doormats: mandating insecurity by 
requiring government access to all data and communications,” 
Computer Science and Artificial Intelligence Laboratory Technical Re-
port, MIT-CSAIL-TR-2015-026, Cambridge, MA: Massachusetts 
Institute of Technology, July 6, 2015.

6. The Department of Defense Cyber Strategy, Washington, DC: 
Department of Defense, April 2015.

7. Tarek Saadawi and Haidar Chamas, “Securing Telecom-
munications Infrastructure against Cyber Attacks,” Georgetown 
Journal of International Affairs: International Engagement on Cyber V: 
Securing Critical Infrastructure, October 2, 2015.



33

8. American Registry for Internet Services (ARIN), Official 
website, available from https://www.arin.net/; Latin American and 
Caribbean Network Information Centre (LACNIC), Official web-
site, available from http://www.lacnic.net/web/lacnic/inicio; Réseaux 
IP Européens (European IP Networks [RIPE]), Official website, 
available from https://www.ripe.net/; Asia-Pacific Network Infor-
mation Centre (APNIC), Official website, available from https://
www.apnic.net/; African Network Information Center (AFRNIC), 
Official website, available from https://www.afrinic.net/.

9. “Open Internet,” Washington, DC: Federal Communica-
tions Commission, Consumer and Governmental Affairs Bureau, 
available from http://www.fcc.gov/openinternet, last reviewed June 
14, 2016.

10. Number Resource Organization (NRO), “Regional Inter-
net Registries map,” available from https://www.nro.net/about-the-
nro/regional-internet-registries.

11. International Telecommunication Union (ITU), “Global 
Cybersecurity Index (GCI),” available from http://www.itu.int/en/
ITU-D/Cybersecurity/Pages/GCI.aspx.

12. Figure complied from International Telecommunication 
Union (ITU), Global Cybersecurity Index (GCI) Interactive Map, 
available from http://www.itu.int/en/ITU-D/Cybersecurity/Pages/
GCI-2014_charts_and_tools.aspx; and International Telecommuni-
cation Union (ITU), Global Cybersecurity Index (GCI) 2014 Radar 
Chart Comparison, available from http://www.itu.int/en/ITU-D/
Cybersecurity/Pages/GCI_GLO_Graphics.aspx.





35

CHAPTER 2

LIMITATIONS AND POSSIBILITIES  
OF ESTIMATING THE COSTS OF CYBERCRIME

Thomas J. Holt

INTRODUCTION1

Cybercrimes present a clear threat to individuals, 
industries, and governments alike. There are, how-
ever, substantial limitations to our understanding of 
both the offenders and victims of this form of crime. 
The lack of knowledge is due in part to an absence of 
quantifiable data on both the number of incidents that 
occur, as well as the ways that victims must remediate 
and repair infections and attacks. There is also mini-
mal research considering the labor and capital costs 
that offenders encounter when attempting to engage 
in cybercrimes, as well as their potential profits. This 
chapter will discuss these limitations as well as ex-
plore potential models to account for offender profits 
using various data sources. Finally, the implications 
of this chapter for public policy and research are  
examined in depth.

LIMITATIONS AND POSSIBILITIES OF  
ESTIMATING THE COSTS OF CYBERCRIME

The Internet and World Wide Web have drasti-
cally changed the way businesses, governments, and 
citizens communicate and conduct business globally.2 
Businesses now depend on the web to solicit custom-
ers and make sales. The banking and financial services 
sector utilizes these technologies to provide custom-
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ers with full access to accounts and electronic funds 
with relative ease, at all hours of the day, and from 
any location.3 Home computer users can now use this 
technology around the clock with home-based high-
speed dedicated Internet access through simple-to-use 
computers and mobile devices to connect to various 
resources.

These innovations have significant benefits, but 
create multiple opportunities for cybercriminals and 
hackers to victimize individuals and corporations 
alike. For example, business databases of sensitive 
personally identifiable information (PII) have been 
targeted by hackers in order to obtain bank and credit 
card account numbers for use in fraud and identity 
theft.4 Individual computer systems are also targeted 
by hackers and malware users for compromise in order 
to establish networks of infected computers that can 
be leveraged for use in various cybercrime schemes.5

Although research on cybercrime has expanded 
dramatically over the last 2 decades, the focus of these 
studies falls into relatively uniform categories.6 Com-
puter science studies primarily focus on descriptive 
studies of the functionality and classification of at-
tacks (or on technical solutions to identify and miti-
gate these threats).7 Criminological and sociological 
studies tend to examine the subculture of cybercrime 
groups, or focus on the factors that affect the risk of 
victimization at the individual, or macro-level.8

These studies improve our knowledge of cyber-
crime generally, though there are still substantive 
gaps in our understanding of the scope and costs of 
cybercrime for both victims and offenders. This is due 
in part to the dearth of reliable and generalizable sta-
tistics on the number of cybercrimes that occur each 
year, as well as the extent of victimization in general 
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population studies.9 The majority of data sources 
that collect such information are largely focused on 
industry-specific costs and experiences, which give 
little insight into the experience of individual victim 
costs to remediate and repair infected systems or 
damages to financial accounts and personal financial 
history. Finally, there are few large-scale data sources 
that assess the labor and capital costs offenders incur 
when attempting to engage in cybercrimes, as well as 
their potential profits generated from various forms of  
cybercrime.10 

In order to address these limitations, this chapter 
will examine the various existing data sources that 
could be used to understand offender costs, and discuss 
their strengths and limitations. An alternative model 
is presented to account for offender profits using an 
equation to establish profits for cybercrime based on 
data from web forums and marketplaces where indi-
viduals buy and sell cybercrime as a service. The limi-
tations of this process will be considered, along with 
its benefits, to identify and estimate the economy of 
cybercrime markets. The implications of the proposed 
model for public policy and research will be discussed 
and situated in larger calls for research to improve our 
understanding of cybercrime generally.

CONSIDERING THE LIMITED DATA SOURCES 
TO EXAMINE CYBERCRIME

One of the greatest challenges to understand not 
only the economic impact of cybercrime, but also its 
prevalence and incidence, is the lack of statistics on 
offenses and victimization. Research on traditional 
forms of crime utilizes data generated from official 
statistics, referring to information reported by law 
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enforcement agencies. One of the primary sources for 
official statistics in the United States comes from in-
dividual calls for service made to police agencies that 
lead to a report from an officer.11 The Federal Bureau of 
Investigation (FBI) maintains an aggregated count of 
all crimes made known or reported to the police,  and 
how many of those incidents were solved by arrest 
and published in the Uniform Crime Report (UCR). 
Over 90 percent of all local law enforcement agencies 
are included in the UCR, enabling the dissemination 
of the number of incidents reported to police, as well 
as the demographic characteristics of offenders.12

At present, the UCR includes data on all serious 
felonies, as well as a range of minor felonies and mis-
demeanors. The data is also historically maintained, 
allowing comparisons and trends of crime rates over 
the last few decades. There is, however, no reporting 
of cybercrimes made known to police or to even deter-
mine if technology was used in the completion of the 
offense.13 The lack of cybercrime reporting was inten-
tional on the part of the FBI, as they feel that the inclu-
sion of a new offense category, or even segmentation 
of existing reporting categories, would negatively af-
fect the development of historical crime trends within 
the United States.14 

As an alternative, the FBI has developed an alter-
native data source for crime statistics called the Na-
tional Incident Based Reporting System (NIBRS). This 
new system enables national-level reporting directly 
by agencies into a system that captures information 
on each aspect of criminal incidents reported, includ-
ing whether a computer was the target of the crime.15 
The creation of NIBRS allows agencies to identify if 
the offender was suspected of using a computer in 
the course of the offense. This information provides 
a way to identify the total number of offenses that are 
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facilitated in part by technology, such as fraud and 
child sexual exploitation.16 However, there is no way 
to determine which offenses are truly cybercrimes, as 
there is no designation for this offense type within the 
NIBRS system. Furthermore, only 25 percent of all law 
enforcement agencies currently report data to NIBRS, 
which limits its utility as a measure of crimes made 
known to police.

Victimization studies also produce minimal infor-
mation on cybercrimes. For example, the U.S. Nation-
al Crime Victimization Survey (NCVS) provides a na-
tionally representative sample of the U.S. population 
over the age of 16, regarding their experiences with 
both crime victimization and police contacts.17 The 
NCVS is viewed as a primary companion to the UCR, 
because it provides information on criminal incidents 
that occurred, which may not have been reported to 
police, thereby providing information on the so-called 
dark figure of crime.

Serious violent and property crimes are captured 
within the NCVS data, though it provides virtually 
no assessment for cybercrime victimization. Recently, 
the NCVS has attempted to address this issue through 
a supplemental survey on cyberstalking victimiza-
tion compared to traditional stalking.18 There has 
been no measurement of more serious economic or 
property-motivated cybercrimes such as fraud, hack-
ing, and malicious software use. In fact, a recent sur-
vey on identity theft victimization provided detailed 
statistics on financial losses suffered by victims over 
the age of 16 in the United States.19 This data did not, 
however, provide any metrics for whether the theft 
was facilitated by technology or through real-world 
means only, limiting its application to high-tech fraud  
overall.20
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The absence of useful metrics for cybercrime from 
official and self-reported data has led to a number 
of specialized reporting sources for individuals and 
businesses. The U.S. Internet Crime Complaint Center 
(IC3) has become a vital reporting mechanism for cy-
bercrime victims. The Center was established in 2000 
as a joint operation of three federal agencies: the FBI, 
the National White Collar Crime Center (NWC3), and 
the Bureau of Justice Assistance. It operates an online 
complaint form for cybercrime victims that asks mul-
tiple questions regarding the incident, the offenders 
(if known), and information on the experiences of the 
victim. All reports received are triaged by IC3 staff 
and then forwarded to an appropriate law enforce-
ment agency when necessary.21 

The IC3 provides one of the few individual-level 
sources for cybercrime victimization through an ag-
gregated yearly report on the victimization incidents 
reported. This report provides details on the range of 
incidents reported, the age, and sex of the victim and 
offender, as well as the location of both the victim and 
the suspected or known location of the offender.22 Vic-
tims can also report their financial losses due to vic-
timization, though detailed breakdowns of financial 
harm are largely excluded from annual reports. 

Though the IC3 is a unique resource, there are 
several limitations with the data they provide. Since 
victims must seek out and complete an incident report 
with the IC3, it is likely that their data underestimates 
the total number of cybercrimes taking place. In ad-
dition, the IC3 takes steps to validate all information 
reported by a victim, but is unable to confirm all in-
cident details, because individuals might not have 
contacted law enforcement or maintained all records 
of their experience. Finally, the majority of complaints 



41

received involve auction fraud and non-delivery of 
online goods, rather than serious fraud and hacking 
incidents.23 This data must be carefully contextual-
ized before being used as a barometer for cybercrime  
victimization. 

Though statistics on cybercrime offending and 
victimization rates in the general public are largely 
absent, there are a number of resources produced by 
computer security and industry sources.24 These re-
ports can be separated into two primary categories: 
1) assessments of malware infections affecting indi-
viduals, and 2) surveys of businesses that have been 
affected by various forms of cybercrime. 

Reports produced by antivirus vendors on the 
scope and costs of malware infections are particularly 
useful to understand the prevalence and incidence 
of certain tools over time. Antivirus vendors collect 
data on malicious software infections and publish 
their metrics on a quarterly and yearly basis.25 These 
estimates are particularly useful to document the 
presence of malware in the wild at any point in time 
and identify trends in common attack methods. At the 
same time, the corporations that provide these statis-
tics do not give much information on the way they 
collected the data or how representative the results 
may be. Typically, data is generated from machines 
that use their software to provide an estimate for at-
tacks.26 This makes it difficult to extrapolate findings 
to larger populations who may use different products, 
or no security tools whatsoever. As a result, they must 
be carefully evaluated for their utility in any larger  
estimation of the costs of cybercrime. 

Those studies focusing on businesses are usually 
based on surveys of large businesses and organiza-
tions. One of the first such studies was developed by 
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the Computer Security Institute (CSI), which produced 
a yearly report estimating the number of attacks expe-
rienced, the losses associated with the incidents, and 
the security strategies employed to mitigate their im-
pact.27 Initially, the CSI focused on the United States, 
but expanded to include Australia through a direct 
replication of their business survey. The institute pub-
lished reports from 1997 to 2011, though the catego-
ries of incidents and detail provided in each report 
changed over time, making it difficult to develop truly 
historical trends. 

Studies that are more recent have replicated the 
CSI survey model, primarily from larger organiza-
tions in the security field.28 One of the most well cited 
of these studies comes from the Ponemon Institute 
that produces studies on the costs of various forms of 
cybercrime, including malware and data breaches.29 
Their study has a more global focus, as with their 2015 
report on data breaches capturing 350 organizations 
in 11 countries around the world. Estimates from the 
Ponemon Institute provide some depth on the costs of 
cybercrime within industry, as evident in their 2015 
report, which found that the average cost of a breach 
for a business was $3.8 million, with an average cost 
per record of $154. Breaches also appear to have an 
impact on the business future, as consumers may not 
come back to the organization to do business.30

Although this information is inherently valuable, 
there are several limitations within these data sets 
that must be noted. First, the individuals and organi-
zations represented in the sample population change 
from year to year. This limits the potential for any 
true longitudinal assessments of trends in incidents or 
costs. Second, the metrics included in each report vary 
from year to year and reflect the shifting landscape of 
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cybercrimes. While this may be useful to capture new 
trends in attacks, it limits the potential to compare cer-
tain incidents over time. This has particular salience 
for the Ponemon reports, as they tend to exclude 
large-scale incidents, such as mass data breaches, to 
minimize skewed data points. These incidents should 
not be excluded in order to more accurately reflect the 
landscape of victimization that occurs. 

Third, the loss metrics provided are largely stan-
dardized, and they reflect averages rather than indi-
vidual organizational minimums and maximums. The 
lack of granularity hinders the ability to understand 
the true costs of cybercrime within each organization. 
Fourth, these estimates do not reflect the costs of cy-
bercrime to offenders or give any insights as to how 
attackers select their targets. Finally, the businesses 
and organizations sampled tend to reflect very large 
entities whose experiences are not generalizable to the 
small to medium business community.

ESTIMATING THE ECONOMICS  
OF CYBERCRIME 

Due to the paucity of statistics and limitations in 
existing reporting sources, there is a need to develop 
models that can provide initial measurements of the 
costs associated with cybercrime for both victims and 
offenders. There is a need to identify alternative data 
sets that capture the scope and rate of cybercrime of-
fending, and potential victim populations. One way to 
potentially measure the scope of cybercrime could be 
the use of open source analyses of active online com-
munities where offenders buy, sell, and trade personal 
information and cybercrime services. 
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There is a growing literature examining the pres-
ence of illicit markets operating online, where indi-
viduals can emerge online to facilitate the sale of sto-
len personal information and services associated with 
identity crimes and hacking.31 Spam and phishing 
related services are also sold, along with bulk email 
lists to use for spamming and email injection services 
to facilitate responses from victims, as are Distribut-
ed Denial of Service (DDoS) attack services and web 
hosting on compromised servers.32 The majority of 
these studies utilize data obtained from either Internet 
Relay Chat (IRC) channels or web forums that can be 
found through search engines or other means on the 
open, unencrypted World Wide Web. 

By understanding the processes of cybercrime 
markets, we can better identify their value for eco-
nomic analyses of the costs of cybercrime. Specifically, 
markets operate through advertisements to sell or buy 
a specific product. Individuals post ads for others to 
see in a forum, website, or IRC channel after acquiring 
sensitive data through various means, developing ma-
licious code, or establishing attack platforms like bot-
nets.33 The seller then provides a detailed explanation 
of their products or services, along with detail on pric-
ing structures, preferred payment mechanisms, seller 
contact information, and their rules regarding transac-
tions.34 Some sellers will also provide information on 
the country of origin for personal data or where their 
malware is currently active, demonstrating the scope 
of harm caused by their activities. 

Interested parties can then contact the seller, 
though this typically occurs through ICQ instant 
messaging or email messages rather than public web 
spaces to provide a modicum of anonymity for the 
participants.35 At this point, buyers and sellers negoti-
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ate the final price for goods and services, and pay for 
their purchase. Most participants prefer to use elec-
tronic payment systems such as WebMoney, as they 
provide immediate transfers of currency and can be 
anonymized to some degree.36 Cryptocurrencies, like 
Bitcoin, have also become popular as they are thought 
to be more secure than other forms of online pay-
ment.37 Buyers must then wait for delivery of their 
purchase or the start of a particular service, which can 
vary from an immediate response to a few hours or 
days depending on the timeline of the vendor. 

The content of advertisements for products and 
services provides direct information on the number 
of vendors active online, the quantity of products 
available, the nations affected, and most importantly, 
information on the costs for cybercrime and personal 
data as a service. All of these data points can be used 
to develop estimates of the costs of cybercrime for  
offenders and may provide some insights into the 
scope of victimization. In fact, this data could speak 
directly to differences in the profit margins for cyber-
criminals based on their technical proficiency.38 For in-
stance, hackers with the ability to create new software 
programs or gain access to sensitive databases of in-
formation may be able to garner a greater profit selling 
their tool to others rather than using it themselves to 
engage in cybercrime. Individuals who are not techni-
cally proficient could then simply purchase their ser-
vices and profit from someone else’s infrastructure.39 
Actors who pay for services may be able to make more 
money than the service provider or sellers, but face 
different risks from the use of services.40 Thus, use of 
data from online cybercrime markets may serve as a 
vital source to understand the link between hacking 
skills and profits within the underground economy. 
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Despite the large body of literature that has de-
veloped around cybercrime marketplaces, few stud-
ies have provided estimates of the costs for data and 
services. Jason Franklin and colleagues were able to 
estimate the total wealth generated from an under-
ground market found on IRC networks by examin-
ing the types and amount of products.41 The findings 
demonstrated that buyers earned approximately $32 
million from purchasing stolen debit and credit card 
information. Research by Holt and Lamkpe, and Holt 
and Smirnova, provided estimates for the minimum, 
mean, and maximum prices for data in various Rus-
sian and English-language markets that were seeking 
the stolen data.42 These studies did not, however, es-
timate the total scope of harm caused by the markets, 
nor give any information on potential costs to victims. 

The general lack of economic estimation may stem 
from the myriad complexities present in quantify-
ing pricing, products available within these markets, 
and the total number of transactions completed. An 
individual seller may advertise various credit card 
types from different financial institutions across mul-
tiple nations at different overall prices.43 Their pricing 
structures may change over time depending on the 
age of the data and the quantities available.44 Similar-
ly, service providers may offer discounts based on the 
length of time a service will be used or whether the 
individual is a repeat customer.45 These factors make 
it difficult to disaggregate the unit price for a particu-
lar good or service in the market. Additionally, it is 
difficult to measure the geographic scope of harm, as 
sellers may not indicate the country of origin for data 
or services within their advertisements. Thus, there is 
great potential for inaccurate measures in any attempt 
to estimate buyer profits and the potential scope of 
harm caused to a given nation. 
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Measuring prices are also complicated by the fact 
that the negotiation process between buyers and sell-
ers occurs privately. The hidden nature of the transac-
tions makes it exceedingly difficult to determine the 
final unit price for information or a service. Further-
more, the quantities purchased in any transaction can-
not be determined, as well as the effect of bulk pur-
chasing on the final negotiated price for data.46 

Despite these limitations, there may be value in us-
ing an alternative measure derived from the feedback 
and reviews provided by data buyers in these markets. 
Since transactions take place in private, customers in 
cybercrime markets are encouraged and expected to 
post their experiences with a seller publicly on their 
thread in forums to describe their encounters.47 This 
public display of feedback provides information on 
the practices of sellers and the ability of potential cus-
tomers to trust vendors. If a customer did not feel sat-
isfied, either because the goods were not as advertised 
or were undelivered, they can post their experience 
on the seller’s thread. This sort of negative feedback 
provides a visible sign that a vendor is untrustworthy. 
In much the same way, those who were pleased by 
their interactions could make a post about the seller’s 
practices or data.48

The use of feedback provides a proxy measure for 
the number of transactions completed within a given 
thread in a forum. Both positive and negative feed-
back demonstrate successful transactions in favor of 
sellers, as they obtain funds from buyers regardless of 
whether or not the data or services purchased worked. 
Since buyers expect to turn a profit from their pur-
chase, they depend on working account information 
in order to maximize their return on investment. Posi-
tive feedback acts as a proxy measure indicating that 
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a buyer was able to use the data purchased or apply 
the services for which they paid. Should an individual 
not receive the data or service they purchased, or if it 
either consists of inactive accounts, false information, 
or is of poor quality, they have no legal recourse to 
offset their losses.49 Negative feedback indicates that 
a buyer was unable to utilize the goods and services 
they purchased. 

Feedback can be quantified as a means to under-
stand how many transactions may have occurred and 
the secondary profits that buyers can generate from 
successful applications of the information or service 
purchased. There is a need to identify the conditioning 
factors that may affect the profits made by individu-
als purchasing data or services within these markets. 
There is no guarantee that all accounts purchased 
from a data seller will be active and valid at the time 
of purchase.50 In much the same way, cybercrime ser-
vices may also fail depending on the technical skills 
of the buyer and the infrastructure of the seller.51 Fi-
nancial institutions may also be able to increasingly 
alert customers if their information may have been 
lost through a breach and reissue cards to reduce the 
ability of criminals to use the information.52 Similarly, 
antivirus vendors and security products may keep 
DDoS attacks and other hacking services from being 
successfully applied by attackers against a target.53 As 
a result, there is no way for a buyer to know what their 
proportion of success will be from any transaction  
regardless of the vendors’ intent. 

In all, there are multiple challenges inherent in 
documenting the scope and economy of cybercrime 
using data from primary sources. At the same time, 
there is sufficient information present in order to gen-
erate preliminary—though very limited—models and 
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estimates for the revenues generated by buyers and 
sellers in online black markets. Such estimates are an 
extremely valuable first step in the process of estimat-
ing the money made by cybercriminals who serve as 
primary hackers and those who simply pay for their 
tools. 

MODELING CYBERCRIME SERVICE AND 
DATA VENDORS' REVENUES

Based on the available data points provided within 
cybercrime forums, it might be possible to estimate 
the potential profits vendors may earn using the fol-
lowing formula:

 

Specifically, negative and positive feedback can be to-
taled from each thread within each vendor’s advertise-
ment to assess the total number of sales completed.54 
Feedback may include information about either trans-
actions that did not occur (fraudulent posts) or situ-
ations where buyers and sellers were not able to get 
100 percent of revenue from the transaction. In both 
situations, the seller would still have earned money 
from these exchanges, making this a reasonable way 
to estimate revenues. 

Additionally, products and services within cyber-
crime markets are offered at an individual unit price, 
such as a per hour rate of attacks or the price per credit 
or debit card.55 Customers are encouraged to purchase 
products in large quantities or lots that are varied in 
size based on vendors and product types. For instance, 
sellers offering credit and debit card data historically 
prefer buyers to purchase data in quantities of 100 or 

Total Sellers’ Revenues = total feedback × lot size × advertised price × probability of success
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more accounts at a time.56 Malware vendors typically 
sell their code as an individual item, while DDoS ven-
dors prefer that customers use their service over a 24-
hour period.57

Economic models of profit must therefore condi-
tion the quantity of data sold per lot to more accu-
rately capture the prospective revenue of sellers. The 
transactions may have various sizes of lots, starting 
with 25 and increasing to 100 accounts. Seller profits 
are estimated based on the observed number of trans-
actions (e.g., 585 for dumps in forums), multiplied by 
the number of potential lot-sizes, multiplied by the 
price per item (ranging from minimum to maximum 
prices). 

To calculate seller profits from all sales, the posted 
prices in an ad can be used to generate measures for 
the minimum, maximum, mean, and median adver-
tised price. There is a prospective range for data and 
services, and all four figures may provide estimates 
that are more accurate for the potential range of rev-
enues generated by sellers.58 These figures can also be 
standardized from the preferred currencies of ven-
dors into a single type, which is most commonly U.S.  
dollars (USD).59 

A final factor that must be included is the fact that 
not every transaction may lead to feedback for the 
seller. A buyer may choose not to provide feedback 
so as to minimize their online presence and hide their 
overt involvement in cybercrime markets. Others may 
simply opt not to participate in the collegial nature of 
the marketplace.60 Some feedback may also be falsified 
in order to increase the perceived reliability of a ven-
dor in the market. An unscrupulous seller may create 
multiple user profiles and post fictitious reviews indi-
cating that they successfully completed a transaction 
in order to drive real customers to the vendor.61 
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To control for the possibility of measurement error 
based on false or missing feedback, it is necessary to 
control for the probability of actual transactions com-
pleted. Since it is impossible to know the accuracy of 
feedback provided, an alternative solution would be 
to condition the outcomes by quartiles in order to pro-
vide estimates for situations where feedback does not 
represent correct transactions due to various factors 
to avoid overestimation. For instance, the use of a 25 
percent increment is intended to reflect seller profits 
in the event that the majority of feedback posted was 
faked. Each incremental increase demonstrates the in-
creased profit margins for a seller; up to 100 percent 
accuracy where all feedback received is assumed cor-
rect. Up to 125 to 200 percent would overestimate the 
potential feedback received and lead to greater overall 
profits for the seller. 

MODELING CYBERCRIME AND DATA BUYERS’ 
REVENUES

A similar formula can be used to assess the rev-
enues generated by participants within cybercrime 
markets utilizing elements observed within the ex-
changes in any thread. To calculate buyers’ profits, the 
following formula can be used:

 

First, the number of successful transactions for buy-
ers’ revenues should be calculated using only positive 
comments posted by forum participants, because they 
signal an individual was able to utilize any of the data 
they purchased. This information provides a more  

Total Buyer Profits = (positive feedback × lot size × average loss for identity theft  

× probability of success) - advertised price of data
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accurate potential estimate for buyer earnings, as 
negative feedback should be an indication of a failed 
or unsuccessful exchange. The size of the lot of data 
or services should also be accounted for in order to 
utilize a similar basis for the total number of accounts 
purchased.

There is, however, a complication involved in the 
assessment of prospective buyer profits based on the 
type of cybercrime being examined. In the event an 
individual purchases credit or debit card data, then 
loss estimates could be acquired from official data 
sources, such as the U.S. Bureau of Justice Statistics or 
the United Kingdom (UK) National Fraud Authority 
(NFA) Annual Fraud Indicator loss estimates. These 
are some of the only useful figures available to iden-
tify the losses suffered by individuals on the basis 
of identity theft or fraud victimization year to year. 
The figures published by these agencies, however, do 
not disaggregate high- and low-tech identity theft. 
These data sources may skew the actual profits, as it 
may be that high-tech identity fraud is less frequent 
compared to traditional means, such as acquiring 
personal information via robbery. At the same time, 
they provide a more accurate reflection of victim costs 
than other sources, such as the Ponemon Institute and 
other industry sources that report on business losses. 
Thus, victim-based estimates from population sur-
veys should provide the most accurate estimates for 
potential profits for cybercriminals. 

In order to control for the potential for data that 
may not be useable, quartile measures could again be 
used to capture potential buyer revenues. Since it is 
unlikely that all data purchased from a seller may be 
active, the use of quartiles provides a way to represent 
the adjusted profits of a buyer based on useful data. 
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Multiplying transactions by 25 to 100 percent can re-
flect the potential profits of a data buyer in the event 
that a portion of the data could be used to engage in 
fraud. 

Finally, the advertised price for stolen data must 
be subtracted from this amount to serve as a proxy for 
buyers’ costs. This figure does not provide any mea-
sures for the costs of labor and other components of 
buyers’ expenditures, nor does it capture any varia-
tions in the final negotiated price paid for a good or 
service. At the same time, the cost figure can be gener-
ated from publicly posted information and used as a 
means to capture the various costs they may incur. 

DISCUSSIONS AND CONCLUSIONS 

Though cybercrime poses a clear and persistent 
threat to individuals, industries, and governments, 
there is little generalizable information available to 
understand its scope, nor the economic impact these 
offenses have on victims. Researchers have called for 
improved measures of cybercrime in both official and 
self-reporting data sources for the last 15 years.62 There 
has been incremental progress in law enforcement 
data sources, though they are still largely insufficient 
to understand cybercrimes such as hacking and mal-
ware infections. Industry sources provide an alterna-
tive data source, but they are difficult to generalize 
to the entire population of Internet users. Others are 
focused on business losses, which do not afford in-
sights into individual losses from victimization, costs 
incurred by offenders, or the revenues cybercriminals 
may generate from various schemes. 

To address these shortcomings, this chapter argues 
for the development of primary data from cybercrime 
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markets operating online to estimate the economic 
gains made by buyers and sellers of services.63 Infor-
mation is posted in clear text via advertisements post-
ed in forums and websites, which allows researchers 
to quantify pricing structures for various data and 
services. The use of customer feedback also allows re-
searchers to estimate the number of transactions per-
formed between buyers and sellers, and differentiate 
between successful and failed transactions through 
the use of positive or negative comments from buyers. 
It may be possible, using this information, to develop 
metrics for the price paid for data and services, as well 
as the prospective revenues that could be generated 
by sellers and buyers.

The formula presented to estimate buyer and seller 
profits is exploratory in nature and may have utility to 
understand the range of revenues generated by buy-
ers and sellers separately. This model is also limited 
by several factors, which must be considered before 
implementation by researchers. First, a vendor who 
received no feedback in observed threads would be ex-
cluded from this analysis, though they may have had 
buyers for their products. If they had recently posted 
an ad, or had minimal customer interest in their prod-
ucts, any transaction that may have been completed 
but not commented on would go uncounted. Thus, 
researchers must carefully consider how to develop 
samples of threads from cybercrime forums in order 
to better reflect the economy within that market.

Second, this model focuses only on vendor and 
buyer profits. These estimates do not provide any es-
timates for the total losses suffered by victims, includ-
ing retailers or card processors. In addition, this figure 
does not include labor costs on the part of cybercrime 
vendors or buyers. It is unknown how many man-
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hours are necessary to maintain a botnet, develop spam 
lists, or engage in a successful data breach to acquire 
economic information. The lack of estimates on crimi-
nal costs is due not only to the difficulty researchers 
have in developing qualitative data to address these 
questions, but also to the range of skill and technical 
expertise evident in hackers and cybercriminals rela-
tive to the complexity of the attack vector and target 
security.64 In addition, the equation presented does 
not factor in the need for ancillary services to support 
a cybercrime scheme, such as web-hosting or the use 
of money laundering services.65 The estimates of this 
equation, however, can serve as a valuable baseline to 
assess the initial size of the economy based on direct 
exchanges between buyers and sellers. 

Third, this equation would present ranges for the 
profits generated by cybercriminals, which does not 
give substantial clarity on the actual economy of this 
market. This is due in part to the fact that the adver-
tised price for data may not capture the true amount 
an individual pays for data or services, since transac-
tions take place outside of the forums.66 The only way 
to acquire such information would be to capture the 
personal exchanges between participants in the mar-
kets, or engage in covert transactions with prospec-
tive sellers, which creates ethical challenges. Increased 
clarity in reporting is vital to move criminological 
research beyond speculation and case studies into 
quantifiable areas of loss calculation. In turn, we can 
better understand the economic impact of stolen data 
markets for individual victims.
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CHAPTER 3

MALICIOUS SPAM: THE IMPACT  
OF PROSECUTING SPAMMERS ON FRAUD AND 

MALWARE CONTAINED IN EMAIL SPAM

Alex Kigerl

INTRODUCTION1

Spam has grown in parallel with the Internet. 
Spam can be more than just a nuisance; it can also be 
fraudulent and malicious. Spam is one of the most 
common attack vectors for perpetrators of fraud and 
distributors of malware. The Controlling the Assault 
of Non-Solicited Pornography and Marketing Act 
(CAN SPAM Act) is U.S. federal legislation that was 
passed in response to the growing spam problem. 
Current research suggests that prosecutions under 
the CAN SPAM Act appear to reduce overall spam 
volume, as well as increase certain types of spam law 
compliance. However, it is uncertain to what degree of 
impact the CAN SPAM Act might have had on more 
serious forms of cybercrime contained in spam, such 
as malware and fraud. The present research sought 
to address this question by assessing the impact that 
prosecutions of spammers has had on a sample of 
5,490,905 spam emails sent between 1998 and 2013. 
Machine learning and data mining techniques were 
used to build one measure of fraud and two measures 
of malware distribution contained in the spam sample. 
Findings suggest little impact of the CAN SPAM Act 
on fraud, but a possible deterrent impact on malware. 
More damages judged against spammers and more 
arrests of spammers appear to be associated with few-
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er malicious links contained in spam. It is suggested 
that future research should look at prosecutions of of-
fenders committing fraud and malware distribution 
directly to further examine these effects.

MALICIOUS SPAM: THE IMPACT OF  
PROSECUTING SPAMMERS ON FRAUD  
AND MALWARE CONTAINED IN EMAIL SPAM

Email spam has grown with the parallel growth 
in technology and Internet connectivity worldwide.2 
Spam can be more than just bothersome email market-
ing; it can also facilitate fraud and malware distribu-
tion. The harmful nature of this spam is why legal re-
sponses to such growing crimes ought to be effective. 
Forms of cybercrime not facilitated by email spam, 
such as hacking and cyberattacks on businesses, have 
been found to be reduced with increased prosecu-
tions and incarcerations of such offenders mentioned 
in news reports.3 However, email spam is often a pri-
mary means to facilitate such crimes.

Email spam itself is also a form of cybercrime in 
the United States, regulated by the CAN SPAM Act.4 
The CAN SPAM Act does not illegalize the sending 
of spam, but instead regulates the methods on how 
it is composed and sent. The Act has been associated 
with reductions in the amount of spam sent, as well 
as spammer compliance with the Act on some mea-
sures.5 However, it is uncertain to what extent the Act 
might have had an impact on more serious forms of 
cybercrime, such as malware and fraud. The Act does 
not regulate such crimes, but instead regulates the 
sending of commercial spam messages themselves. 
However, spam is one of the predominant methods 
for facilitating both fraud and malware online. It is 



65

questioned whether the Act has also had an impact on 
these forms of crime.

This chapter seeks to answer this question by ana-
lyzing a time series dataset of spam received within 
the United States between 1998 and 2013. The study 
incorporates measures of CAN SPAM Act prosecu-
tion activity (fines, arrests, convictions, etc.), as well 
as multiple economic, technological, and demograph-
ic related controls. Equipped with these techniques, 
the extent to which regulations of electronic spam can 
affect more serious cybercrimes facilitated by email 
spam can be identified.

THE STATE OF FRAUD AND MALWARE  
TODAY, AND WHY RESEARCH IS NEEDED

Email spam has experienced a growth since its in-
ception and today makes up 72 percent of all emails 
sent worldwide. Over half of all Internet traffic in 
general, not just email traffic, is actually spam.6 Email 
spam is not the only type of spam that can be sent; it 
can take any form where electronic communications 
exist, such as text messaging, chat, and search engine 
spam. However, email spam is the most prevalent 
form of spam.7 Loss of human resources due to the 
nuisance of spam was estimated to be at $22 billion in 
2004.

Spam can be harmful beyond just being a nuisance. 
Most spam today is sent from a type of malware called 
a botnet. As much as 76 percent of all spam is sent 
from such botnets.8 A botnet is a network or cluster 
of malware-infected machines that the cybercriminal 
can control remotely over the Internet. The victim that 
owns the infected computer is unaware of the bot-
net installation, and so the botnet master can use as 
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many as thousands of remote PCs running in paral-
lel to flood user inboxes with spam. The number of 
Internet-connected computers that are infected with 
at least one botnet is estimated to be at 14 percent.9

Spam is not only sent from malware, but is also 
often used to distribute malware. Among spam mes-
sages that provide a link to the recipient, 25 percent 
of them link to malware. Of the websites that spam 
messages linked to, 67 percent were considered to be 
legitimate websites that had been compromised by 
hackers. Trend Micro reported that 25 percent of mali-
cious Uniform Resource Locators (URLs) were hosted 
on servers located within the United States in the 2nd 
quarter of 2014.10 All other countries were just 3 per-
cent of hosted malware or less. Among the victims of 
malware, 36 percent resulted in financial losses.11 An 
attacker might steal all of a victim’s savings with a 
single successful attack on an e-payment or e-banking 
account. Businesses lose an estimated $6,500 per hour 
to recover from a DDoS attack and as much as $3,000 
a day to recover from a malware attack.12

The technical ability to write malicious code is not 
necessary to profit from cybercrime. Many times an 
attacker does not have to exploit a technical vulner-
ability in a computer system to perpetrate his or her 
schemes. Often the weakest link is the human target 
itself, as it is easier to socially engineer a human vic-
tim than it is to engineer the breach of a security flaw. 
That is why there were 262,813 complaints of Internet 
fraud in 2013, according to the Internet Crime Com-
plaint Center in the United States.13

There are two common forms of Internet fraud 
most often perpetrated using email spam. The first 
is phishing, whereby an attacker attempts to acquire 
a victim’s “credential goods” through deceit. A cre-
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dential good is any information a person may have 
that can be converted into cash, such as credit card 
numbers, Internet banking logins, or social network 
member passwords. Typically the phisher will link 
the victim to a website that looks identical to a trusted 
source the victim uses, such as a bank, whereby the 
user is requested to fill out a web form to capture the 
sought after credential goods.

The United States is targeted the most by phishing 
attacks, suffering 60 percent of worldwide phishing 
volumes.14 In 2013, phishing was up 160 percent since 
2011, costing an estimated $5.9 billion in losses world-
wide. When an individual falls victim to a phishing 
attack, the average amount lost is $1,800.15 However, 
businesses are often targeted, which result in a loss of 
$20,070 per business if successful.16

The second form of Internet fraud is the advance 
fee fraud scheme, also known as 419 scams. These 
methods rely on even fewer technical skills to pull it 
off, as the scheme is entirely that of social engineer-
ing. Advance fee fraud is a confidence trick, whereby 
the fraudster contacts the victim via spam email with 
some sort of proposal. The proposal can be anything 
the victim wants, such as news of lottery winnings, a 
profitable business deal, or romantic relationship over 
an online dating website. However, before the deal 
can be finalized, the victim must wire the fraudster 
an “advance fee.” Of course, there is no deal that the 
fraudster will deliver, and the scammer will continue 
to string the victim along, making additional advance 
fees for as long as possible.

Because the fraudster can continue to victimize the 
same person many times before it is realized to be a 
scam, losses due to advance fee fraud can be greater 
than that of a phishing attack. Small losses are consid-
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ered to be $200 to $30,000 per victim over the course 
of half a year.17 Higher losses can reach as much as 
$210,000 over a period of 1 1/2 years.

The loss of money is not the only risk that advance 
fee fraud imposes. In some cases, victims are lured 
to the home countries of the fraudster as part of the 
scheme, such as Nigeria where these scams are highly 
prevalent. If successful, the victim is kidnapped and 
held ransom for more money. Between 1996 and 2013, 
there were a total of 31 murders, 35 suicides, 49 kid-
napping and hostage situations, and 1,512 bankrupt-
cies due to advance fee fraud. Kidnappings as part of 
advance fee fraud are only growing, as more people 
become aware of fraud over the Internet, and so fraud-
sters must resort to more drastic measures to continue 
making the same amounts of money.18

THE CAN SPAM ACT

The laws against spam that are of interest to this re-
search are those included under the U.S. CAN SPAM 
Act of 2003. The legislation was passed by Congress in 
2003, going into effect on January 1, 2004. The regula-
tions inherent in the bill set requirements that electron-
ic commercial messages must adhere to when sending 
advertisements to recipients electronically (including 
email and other electronic means of communication). 
The bill does not prohibit unsolicited commercial 
emails, but rather it regulates the way they are sent 
and the content that is delivered. The messages must 
be truthful and not fraudulent. The sender must also 
comply with a recipient’s express request to opt-out of 
all future emails.

One of the first and basic rules set forth in the Act 
forbids the falsification of email headers. The headers 
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of an email message include the recipient’s address, 
the sender’s address, the return or bounce address, 
and additional routing details contained in the head-
ers. Spammers will often fabricate false header details. 
Another header field in an email that is subject to re-
striction is the subject header. Senders are not per-
mitted to write header titles intended to mislead the 
recipient on what the contents of the message body 
are before opening the email. Subject headings must 
relate to the contents of the email.

The sender must provide a channel for the recipi-
ent to opt-out of further advertisements. Opt-out is 
the ability of the recipient to make a request to discon-
tinue receiving spam and the willingness of the spam-
mer to honor those opt-out requests. The spammer is 
not required by law to get opt-in from the recipient. 
The sender’s valid physical postal address must also 
be included somewhere in the body of the email, or at 
least an address where to contact the sender. Lastly, 
the message contents or subject heading must identify 
itself as an advertisement. Providing this notice can 
help the intended recipient decide if they want to read 
or continue reading the email when sorting mail.

THE CAN SPAM ACT AND DETERRENCE 
THEORY

Deterrence is defined as the omission of an act as 
a response to the perceived risk and fear of punish-
ment for contrary behavior.19 In the context of the 
CAN SPAM Act, the penalties under the Act are in-
tended to serve as such a deterrent effect. A punish-
ment does not have to prevent an offense entirely in 
order to be effective.20 A punishment can simply re-
duce the approximate severity of the offense itself. 
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Termed “partial deterrence,” if an offender commits 
an offense lower in severity due to an expected threat 
of punishment, this is also considered to be a deterrent 
effect. While likely not profitable enough for the typi-
cal spammer to comply with all the provisions of the 
CAN SPAM Act, he or she might avoid committing 
some aggravations of the Act, or reduce the number of 
violations contained in each spammed message, such 
as routing spam messages through a botnet.

Prosecutions of spammers may also serve as a 
stronger deterrent of less serious offenders, while 
more serious cybercriminals utilizing email spam 
will continue offending. A serious offender is already 
taking larger risks when choosing to engage in cyber-
crime, as the penalties are larger. Thus, it could be pos-
sible to see crimes such as malware and fraud appear 
to increase relative to all spam sent, as the less serious 
spammers desist from sending spam.

Cyberspace may have different implications for 
deterrence theory than can be expected from deter-
rence in physical space.21 Digital space is governed 
by different physics, as computer networks are un-
bounded, infinitely scalable, and abstract. In physical 
space, both modalities for attack and the severity of 
outcomes scale consistently and predictably. How-
ever, in cyberspace, an offender can scale infinitely, as 
a small-time offender can acquire as large a botnet as 
their skillset and determination allow.

There has been some empirical testing of deter-
rence theory as applied to cybercrime. Prosecution 
and law enforcement activity against cybercriminals 
has been linked to reductions in hacking incidences, 
cyberattacks on businesses, and Distributed Denial of 
Service (DDoS) attacks.22 Prosecutions of spammers 
specifically have been linked to reductions in spam 
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sent and increased compliance with certain spam 
laws among spammers.23 However, it is uncertain the 
impact that prosecutions of spammers might have on 
more serious offenses carried out via spam technol-
ogy, such as malware and fraud.

Methodology.

A dataset built from a sample of spam emails was 
created to investigate the impact the CAN SPAM Act 
has had on malware and fraud facilitated by spam. 
One measure of fraud and two measures of mal-
ware distribution were used. Emails were classified 
as fraudulent by a spam filter repurposed to identify 
fraud. Malware was either measured as the inclusion 
of malicious links in an email body or as executable 
scripts embedded in the email.

Sample and Data.

The sample, that of spam emails, was taken from 
publicly available spam archives from which spam 
emails are collected and stored for subsequent down-
load by researchers. The data were retrieved from the 
Untroubled Software website on December 18, 2013.24 
The available spam archives were collected by posting 
multiple “honey net” email addresses publicly online 
for spam crawlers to harvest. The honey net approach 
was intended to bait spammers to add a given email 
address to a spam listserv, with the goal of intention-
ally receiving spam emails. When an email address is 
posted on Internet websites such as forums, message 
boards, and on personally hosted web pages, web bots 
may scan and identify them as email addresses, ex-
tract them, and store them in a spamlist or database 
for subsequent spam targeting.
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The data collected includes a purposive sample 
of all individual spam emails hosted for download 
that were received in bait honeypot email accounts 
between March 1998 and November 2013, totaling 
5,490,905 email messages. Each email is encoded in an 
individual text file containing the contents of the spam 
email, which includes header information, the body 
of the message including any scripts or Hypertext 
Markup Language (HTML), and any file attachments 
the email contained, converted to a plain text format 
stored at the end of the file with an encoding scheme 
termed “BASE64.”

Procedures.

In order to be analyzed in a time series design, 
the spam email sample was coded by the date it was 
received. Software was written in Java to parse each 
message in the sample to code the messages on this 
dimension. The data points were then extracted by the 
software and saved in a tabular dataset for cleaning 
and analysis. Each row of the dataset represents an 
individual spam email message, with 5,490,905 rows 
total.

The contents of the spam data was imported into 
SPSS (statistical analysis) software in order to be ag-
gregated into a monthly time series dataset and ag-
gregated by month, subsequently shrinking the size 
of the dataset to 189 observations, as there were 189 
months in the sample. The smaller dataset was then 
exported to R (statical analysis software) for analysis.

Measures and Variables.

There are three sets of measures that are includ-
ed in subsequent models. The first set includes the  
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dependent variables, that being the measures of fraud 
and malware. The second set includes independent 
variables representing CAN SPAM Act activity, in-
cluding enforcement, CAN SPAM Act attention and 
public awareness, attitudes toward the CAN SPAM 
Act, and lack of spammer anonymity due to attribu-
tion to the spammer’s identity in the news. Finally, 
a number of economic and technological time series 
predictors are available for inclusion in each model, 
to serve as control variables. Each of these is thought 
to possibly relate to spam or illegal behavior in some 
way and is discussed in more detail in the following 
sections.

Dependent Variables: Fraud and Malware.

The dependent variables, fraud and malware, were 
extracted by the spam mining software discussed in 
the procedures outlined in the previous section. A 
single measure of fraud and two measures of mal-
ware distribution were coded for by the software. All 
measures were lagged by 1 month in all subsequent 
regression analyses.

Fraudulent Spam Message.  The software uses a re-
purposed spam filter to calculate the probability that 
a message is fraudulent rather than non-fraudulent. 
Spam filters are used to calculate the probability that 
a message received is spam, as opposed to legitimate 
email that users want to receive/read (termed “ham” 
emails). Spam filters typically are trained on a sample 
of two data sources, a collection of spam emails that 
are already known to be spam, as well as a collection 
of ham emails (legitimate messages) a coder has al-
ready identified as legitimate. Spam filters scan the 
two data sources and calculate base probabilities that 
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a given keyword found in an email is spam based on 
the keyword frequencies found in these two training 
data samples. The spam filter can then predict the 
probability that a new set of emails are spam, based 
on these probabilities.

The spam filter employed for this chapter is a naïve 
Bayes classifier, which attempts to classify an instance 
of text as either being in one of two dichotomous cat-
egories based on trained probabilities associated with 
the text’s keyword frequencies.25 To calculate the prob-
ability that the keyword is associated with a category, 
the probabilities that a keyword is found in fraudulent 
emails must first be analyzed. An existing open source 
naïve Bayes spam filter was acquired from the Code 
Project website.26 The software was written in C# and 
was repurposed to create a dataset of trained prob-
abilities that a word is found in a fraudulent message.

There was a two-step process in order to employ 
fraud classification on the spam archives data sample: 
training the base keyword probabilities, and then in-
corporating those probabilities into the software that 
can calculate whether an email instance is fraudulent. 
The training of the classifier was performed using two 
spam email samples, one taken from the spam archives 
itself, and the other pulled from a separate fraud spam 
database available online. One thousand spam emails 
were taken from the existing spam archives used in 
this sample that were confirmed via a human rater to 
be non-fraudulent in nature. The sample was used as 
the non-fraudulent training sample and was excluded 
from the final dataset building process by the soft-
ware to avoid classifying messages the software was 
trained on.

The second sample, consisting of fraudulent train-
ing emails, was pulled from the Scamdex website, 
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which hosts a publicly available database of user-
submitted reports of email scam contents.27 Because 
the accuracy of a spam filter can degrade if the sample 
used to train the classifier is older than the new mes-
sages it is intended to scan, fraudulent spam messages 
were sampled from the years 1998 to 2013 in order to 
capture a temporally wide range of messages.28 A total 
of 2,339 scam messages were downloaded to be used 
as a scam training sample.

The fraud probability measure was aggregated 
into a time series variable representing the percent of 
emails with 85 percent or higher predicted probabili-
ties of being fraudulent per month. The measure was 
not found to be trend stationary (Dickey-Fuller = -1.41, 
p = .82). Regular differencing resulted in significant 
stationarity (Dickey-Fuller = -8.26, p < .01) per month. 
For details on this methodology, see the Analytic Plan 
section of this chapter.

Executable Download Link.  Likely, a more com-
mon attack vector involving the distribution of mal-
ware in spam is the inclusion of malicious web links. 
Because the email client is not able to scan or detect the 
scripts or executable nature of the website the user is 
being linked to, the local software or mail server is less 
able to warn and protect the recipient from following 
a link that looks suspicious. A common method is the 
drive-by-download, where simply visiting a web page 
with the recipient’s browser launches scripts on that 
page that exploit a vulnerability in the user’s browser 
that automatically downloads and installs malicious 
software hosted on the web server.

While this is a popular and effective method among 
cybercriminals for malware distribution, it is beyond 
the scope of the spam mining software, since the spam 
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sample dates back to 1998, in which case most of the 
malicious links or websites are certainly no longer 
online today and cannot be verified to be malicious. 
Instead, the software detected if an email was linked 
directly to a file download and would determine if 
the file extension was executable if it matched a list of 
known executable file extensions. The list of execut-
able file extensions used was found on the About.com 
website.29

Linking directly to a malicious file download usu-
ally does not exploit any vulnerability that triggers an 
automatic install after download. Instead, the file is 
downloaded, and it is up to the spam recipient wheth-
er they choose to open the file or not. A limitation is 
that a link may not directly include the filename in the 
URL, but instead, may dynamically route the victim to 
a downloadable file after following the link. However, 
for the purposes of this research, the software only de-
tected direct download links, although that may bias 
the data in favor of more novice malware distributors.

The software matched any text that begins with 
“http://” and ends with a dot (“.”) followed by an 
executable file extension that matched the available 
list of executable file extensions. The first executable 
link found in the email was recorded and coded “1” 
for executable download link found, otherwise it was 
coded “0.”

HTML Scripts.  A second means in which emails 
can be used to distribute malware is by running ex-
ecutable scripts that are embedded in the email itself 
that the email client, not the operating system or web 
browser per se, executes. Emails can be formatted 
with HTML, the same language used to design web 
pages. HTML can also include script tags, which an 
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HTML interpreter or script engine, such as that in a 
web browser or email client, can execute. Most email 
clients disable running scripts in email because of its 
possibility for abuse, so it is rare for an email sender 
to include script tags in an email. When an email does 
include such tags, it is likely for malicious purposes, 
such as installing malware.

The software matched any opening script tags 
embedded in the email body, or if applicable, any at-
tached HTML files in the email. If the software matched 
“<script” followed by zero or more of any character of 
any length so long as there is no line break, ending 
with a closing bracket (“>”), the software coded an ex-
ecutable script tag variable as “1” for true; otherwise, 
it was coded “0.”30 The measure was then aggregated 
by month as the percent of emails with executable 
script tags over time.

Independent Variables: CAN SPAM Act Activity.

The impact to test is the activity, enforcement, and 
attention of and toward the CAN SPAM Act. Most of 
the measures are taken from news and media atten-
tion about the CAN SPAM Act, but an additional time 
series metric has been created from Google search 
history data. Theoretical underpinnings of deterrence 
regarding the CAN SPAM Act were intended to be 
captured and tested with the independent measures, 
including: attention toward CAN SPAM convictions 
and monetary damages won; attribution and lack of 
anonymity of spammers in the media; news that is 
critical of the CAN SPAM Act versus news that is not; 
as well as Internet search activity of the CAN SPAM 
Act.

All measures that derived from news reports on 
the CAN SPAM Act were acquired from a series of 
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LexisNexis searches. The search results were limited 
to only those news sources that are located within the 
United States. All 347 unique news articles that were 
returned from a combination of CAN SPAM search 
terms (can spam act, can-spam, etc.) were downloaded 
and coded on the four sets of measures that derived 
from news sources. The coded measures were tested 
for inter-rater agreement.

CAN SPAM Act Enforcement.  The quantity and 
severity of CAN SPAM Act enforcement highlighted 
by the media were captured from news results, such as 
the number of prosecutions, convictions, the amount 
of damages awarded during lawsuits. There were nine 
time series measures of CAN SPAM Act enforcement 
and deterrence from news articles. They included two 
measures of damages awarded (the total U.S. dollars 
[USD] awarded per month and the count of articles 
awarding damages per month). There were also two 
measures of spammer detentions, including the sum 
of days spammers were detained per month, and the 
count of articles mentioning spammer detentions. The 
number of spammer arrests per month was also re-
corded. There were also three count variables repre-
senting trials under the CAN SPAM Act: the number 
of convictions, acquittals, and then-ongoing and unre-
solved trials. Finally, the percentage of articles relat-
ing to the CAN SPAM Act per month was recorded; 
not all of the articles were related to the CAN SPAM 
Act, but they were related to spam.

News Critical of the CAN SPAM Act.  Much of the 
initial attention the CAN SPAM Act received when it 
was introduced was not positive about the Act’s ef-
fectiveness.31 Naturally, this kind of reporting could 
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have the opposite effect of deterrence, emboldening 
spammers located in the United States. Three time 
series measures were constructed to capture attitudes 
toward the CAN SPAM Act: the percent of articles 
that were positive, negative, or neutral about the CAN 
SPAM Act. The same was done for author attitudes 
about spam in general. That is, whether authors’ at-
titudes were positive, negative, or neutral about soci-
ety’s ability to fight spam.

Attribution of Spammers.  The impersonal and 
anonymous nature of crimes perpetrated in cyber-
space, such as that of spam, can attenuate some of the 
deterrent effect a legal punishment might impose. At-
tribution of cybercriminal identities in the news can 
reduce some of the feelings of anonymity online. That 
is, news that mentions the identity of a specific cyber-
criminal, rather than discussing cybercrime in general. 
Attribution of cybercriminals at the national level has 
been associated with fewer cybercrime attacks within 
those countries.

Dichotomous Impact of the CAN SPAM Act.  A 
simpler measure of the CAN SPAM Act was also 
used, representing a before and after intervention 
variable representing the months in which the CAN 
SPAM Act was being enforced and in effect as a law. 
The measure is coded “0” for any time before the Act 
went into enforcement on January 1, 2004, and “1” fol-
lowing this date.

Google CAN SPAM Act Search History.   Google 
offers reporting of time series plots for popular terms 
searched for using the Google search engine, called 
Google Trends.32 It is suspected that Google searches 
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for the CAN SPAM Act ought to reflect public aware-
ness of the law. Multiple time series of different CAN 
SPAM search queries (e.g., “can spam,” “can spam 
act,” “can-spam act”) were downloaded from the 
Google Trends service and merged into a single time 
series representing the count of all searches related to 
the CAN SPAM Act per month. Searches were limited 
to only those within the United States.

Control Variables: Technological, Economic, and 
Demographic Predictors.

Possible influences on spam from sources other 
than enforcement and awareness of the law were also  
taken into account. There were three groupings of 
control variables included: technological, economic, 
and demographic/other time series predictors. Con-
trolling for such measures enhanced any certainty that 
the CAN SPAM Act did or did not have an impact 
on spam volume. Any observations with missing data 
points have been interpolated.

Technological predictors included the:
•	 Number of Internet users per capita;33

•	 Number of technology jobs in computer  
systems and related services;34 and,

•	 Wilshire Internet Market Index. 35

The Wilshire Index measures the price and the total 
returns on investments (the performance) of publicly 
traded Internet stocks. All three measures were found 
to not be sufficiently trend stationary (respectively: 
Dickey-Fuller = -2.13, p = .52; Dickey-Fuller = -2.66, p = 
.3; and Dickey-Fuller = -2.3, p = .45). Regular differenc-
ing resulted in stationarity (Dickey-Fuller = -5.66, p < 
.01; Dickey-Fuller = -6.76, p < .01; and Dickey-Fuller = 
-5, p < .01).
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Six economic predictors were included, composed 
of:

•	 Real disposable personal income per capita;36

•	 Gross Domestic Product (GDP) growth rates;37

•	 U.S. unemployment rate;38

•	 Percent of the population with a college  
degree;39 

•	 Consumer Price Index (CPI);40 and,
•	 Financial Stress Index (FSI).41

The CPI measures the inflation level and spending 
power of the average U.S. household to purchase from 
a fixed list of consumer goods. The FSI measures the 
amount of financial stress in the markets and is built 
from 18 time series datasets capturing interest rates, 
yield spreads, and other indicators. Five of the vari-
ables—income, GDP, unemployment, CPI, and FSI—
were found to be serially correlated (respectively: 
Dickey-Fuller = -.71, p = .97; Dickey-Fuller = -2.99, p = 
.16; Dickey-Fuller = -2.13, p = .52; Dickey-Fuller = -2.49, p 
= .37; Dickey-Fuller = -2.96, p = .17). Regular differenc-
ing resulted in significant stationarity (Dickey-Fuller = 
-5.78, p < .01; Dickey-Fuller = -4.23, p < .01; Dickey-Fuller 
= -8.21, p < .01; Dickey-Fuller = -6.4, p < .01; Dickey-
Fuller = -5.81, p < .01).

Three additional demographic and other variables 
consisted of:

•	 Total population size per month;42

•	 Younger population aged 15-24;43 and,
•	 Uniform Crime Report (UCR) arrest rates per 

100,000 individuals in the population.44

These variables tend to relate to street crime, so it is 
considered whether they also relate to the cybercrime 
offense of sending spam. Both the general population 
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(Dickey-Fuller = -2.08, p = .54) and younger population 
(Dickey-Fuller = -.76, p = .97) measures were found to 
be serially dependent. Differencing results in signifi-
cant stationarity for both (Dickey-Fuller = -20.85, p < 
.01; Dickey-Fuller = -6.54, p < .01).

Analytic Plan.

Multiple generalized least squares (GLS) regres-
sion models were conducted to test the impact the 
CAN SPAM measures have on fraud and malware 
lagged by 1 month. GLS allows for a non-constant 
variance among the residuals to be controlled for, as 
may be the case in time series models due to serial cor-
relation of the residuals.45 Predictor variables included 
in each of the three regression models were selected 
via backward stepwise regression based on the model 
Akaike information criterion (AIC). Stepwise regres-
sion ends once elimination of a predictor results in 
a higher AIC score. Predictors that increase the AIC 
score when eliminated were retained; all three regres-
sion models were used and started with 33 indepen-
dent and control variables.

With each of these models specified, the residuals 
were tested to investigate signs of serial autocorrela-
tion. Autocorrelation and partial autocorrelation were 
tested in the residuals for each model; and for any 
substantial serial correlation, autoregressive or mov-
ing average arguments were specified in final GLS 
models to account for heteroscedasticity.46 This pro-
cess was repeated for each regression model, one for 
each of the three spam outcome series.
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Results.

Inter-rater Reliability Testing: CAN SPAM IV. 

The coded CAN SPAM Act news articles were also 
tested for inter-rater agreement. Of the 347 LexisNex-
is articles, 100 were randomly selected and coded a 
second time by an additional rater. There was suffi-
cient agreement on whether the article related to the 
CAN SPAM Act or just spam in general (Kappa = .88, 
p < .001) and whether author attitudes toward the act 
were positive, neutral, or negative (Kappa = .82, p < 
.001). The agreement of author attitudes toward spam 
in general (positive, neutral, or negative) was signifi-
cant (Kappa = .68, p < .001), but slightly lower than the 
.7 cutoff. There was high agreement on trial status (on-
going trial, conviction, acquittal) (Kappa = .83, p < .001) 
and whether the spammer was detained (Kappa = .93, 
p < .001). There was perfect agreement on whether the 
spammer was arrested (Kappa = 1, p < .001) and on 
whether damages were awarded (Kappa = 1, p < .001). 
Finally, there was substantial agreement on whether 
the identity of a given spammer was known (attribu-
tion) (Kappa = .87, p < .001). The coded measures were 
considered reliable and thus included in subsequent 
analyses.

Fraudulent Spam Prediction Performance.  

The accuracy of the measure of fraud used re-
quired testing to determine its predictive power. A 
random sample of 200 spam emails from the entire 
spam sample was selected for testing the classifier. The 
200 emails were manually read and coded as either 
fraudulent or non-fraudulent by a human rater. The 
Receiver Operating Characteristic (ROC) Area Under 
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the Curve (AUC) was selected as the performance 
metric to be used to compare the agreement between 
the human coder and the naïve Bayes classifier.47 The 
AUC typically ranges from .5 to 1.0, with a score of .5 
being no better than a coin toss at correctly classifying 
a case and 1.0 being perfect predictive accuracy. The 
AUC yielded a score of .83, suggesting strong predic-
tive performance of the measure of fraud.

Multivariate Analyses: Time Series Regression 
of Percent Fraudulent Emails Per Month.  A back-
ward stepwise regression using the model AIC was 
conducted with the percentage of emails classified as 
fraudulent per month regressed on an initial 33 pre-
dictor variables total. Backward elimination yielded 
9 predictor variables to be included in the final time 
series model. The selected predictors were included in 
a linear regression and the residuals were computed 
to test for autocorrelation. A Durbin Watson test of the 
residuals found no evidence of significant autocorre-
lation (dw = 2.65, p = 1).

After inspection of the autocorrelation (ACF) and 
partial autocorrelation (PACF) correlograms of the re-
gression, an autoregressive moving average (ARMA) 
model was identified—ARMA(1,1). A correlogram is 
a visual plot of the correlation between a time series 
and itself at a given lag, for successive increments of 
lags one and up.48 The ACF is a simple correlation of 
a time series with itself at a given lag, while a PACF 
represents the correlation of a time series with itself at 
lag k, controlling for all lags in between itself and lag 
k. While differencing of the data is sufficient to create 
a trend stationary time series process, there may still 
be some degree of serial dependency in the data. ACF 
and PACF functions can reveal such serial dependency 
and indicate that said processes need to be controlled 
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for in any subsequent regression models. If there are q 
spikes in an ACF correlogram, a moving average mod-
el of order q should be controlled for (ARMA[0,q]). If 
there is a decay pattern in the ACF function, an autore-
gressive parameter at order p should be controlled for 
(ARMA[p,0]), p being inversely proportionate to the 
speed of decay. The reverse interpretation is required 
of the PACF correlogram, with a spike indicating an 
autoregressive process and decay patterns indicating 
a moving average process. A final GLS time series re-
gression model was run using the nine selected pre-
dictors, shown in Table 3-1.

R2 = 5.81%
* < .05, ** < .01, *** < .001

Table 3-1.  Generalized Least Squares (GLS) Time 
Series Regression of Percent Fraudulent Per Month, 

ARMA(1,1)  n = 189.

Measure Beta SE t p-value
Intercept .042 .026 1.58 .1159
UCR Arrest Rate .107 .025 4.213 < .0001***
Percent Internet Users -.137 .047 -2.908 .0041**
Unemployment Rate -.116 .034 -3.433 .0007***
Technology Jobs -.072 .011 -6.446 < .0001***
Population Aged 15-25 -.171 .074 -2.304 .0224*
CPI -.06 .026 -2.277 .024*
Count of Trial Spammer 
Acquitted Articles .059 .05 1.172 .2428
Percent of Articles Negative 
About CAN SPAM -.007 .013 -.532 .5955
Percent of Articles without 
Spammer Attribution .006 .018 .339 .735
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Arrest rates predict a higher amount of fraud (B 
= .107, p < .0001). Street crime and fraud cybercrime 
appear to be correlated. More Internet users predicts 
a reduction in fraud (B = -.137, p = .004). It should be 
noted that higher proportions in Internet users are also 
associated with less spam being sent and increased 
spam regulation compliance. The pattern seems to 
suggest that more Internet users reduce the severity of 
cybercrime within the United States. Technology jobs 
also predict a reduction in fraud (B = -.072, p < .0001).

However, while more technology jobs decreases 
fraud, lower unemployment increases it (B = -.116, p 
= .0007). CPI is also significant and predicts less fraud 
(B = -.06, p = .024). There is little consistency with the 
economic predictors of unemployment, technology 
jobs, and CPI, other than they all predict a reduction 
in fraud. However, unemployment represents a strug-
gling economy, while the remaining two predictors 
indicate stronger economies. Finally, youth popula-
tion size is associated with less fraud (B = -.171, p = 
.022). The direction of this relationship is not consis-
tent with a priori predictions that higher youth popu-
lations predict increases in crime.

Time Series Regression of Percent of Spam with 
Malicious Links Per Month.  A backward stepwise 
regression using the model AIC was conducted with 
the percentage of emails containing links to execut-
able files per month regressed on an initial 33 predic-
tor variables total. Backward elimination yielded five 
predictor variables to be included in the final time se-
ries model. The selected predictors were included in a 
linear regression and the residuals were computed to 
test for autocorrelation. A Durbin Watson test of the 
residuals found significant autocorrelation (dw = 1.13, 
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p < .001). Regular differencing of the variables in the 
model resulted in sufficient trend stationarity (dw = 
2.86, p = 1). After inspection of the ACF and PACF cor-
relograms of the regression, an ARMA(0,2) model was 
identified. A final GLS time series regression model 
was run using the five selected predictors, shown in 
Table 3-2.

R2 = 8.16%
* < .05, ** < .01, *** < .001, † < .1

Table 3-2.  Generalized Least Squares Time (GLS) 
Series Regression of Percent of Spam with  

Malicious Links Per Month, ARMA(0,2) n = 189.

The count of articles mentioning damages being 
awarded and judged against a spammer per month 
is associated with a decrease in malicious links (B = 
-.205, p = .024). The relationship is in the theoretically 
expected direction and it would suggest a deterrent 
effect. However, the percentage of articles with spam-
mer attribution predicts an increase in malicious links 
(B = .13, p = .003). The relationship is opposite the 
theoretically expected direction.

It should be mentioned that two other predictors 
in the model were not quite significant. The count of 
articles mentioning arrests of spammers per month 

Measure Beta SE t p-value

Intercept .001 .015 .064 .9487

Unemployment Rate .072 .091 .79 .4304

Count of Spammers Arrested -.128 .067 -1.913 .0574†

Count of Trial Ongoing Articles .165 .086 1.92 .0564†

Count of Damages Awarded Articles -.205 .09 -2.278 .0239*

Percent of Articles with Spammer Attribution .13 .044 2.981 .0033**
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predicts a reduction in malicious links (B = -.128, p 
= .057). The count of ongoing trials mentioned in the 
news per month predicts an increase in malicious 
links in the spam sample (B = .165, p = .056). The two 
measures that predict a decrease in malicious links 
both represent punishments of spammers (arrests and 
fines). The two measures that predict an increase in 
malicious links do not necessarily pertain to punish-
ments of spammers (ongoing trials and attribution). 
The attribution articles mention spammer identity, 
but do not necessarily involve punishments, and may 
even describe spammers being acquitted. The attribu-
tion measure may be similar to the ongoing trial mea-
sure in this way, and so they may not have a deterrent 
effect. Punishment in the news, however, may be a 
deterrent to this type of cybercrime.

Time Series Regression of Percent of Spam with 
Embedded Scripts Per Month.  A backward stepwise 
regression using the model AIC was conducted with 
the percentage of emails containing embedded script 
tags per month regressed on an initial 33 predictor 
variables total. Backward elimination yielded five 
predictor variables to be included in the final time se-
ries model. The selected predictors were included in 
a linear regression and the residuals were computed 
to test for autocorrelation. A Durbin Watson test of 
the residuals found significant autocorrelation (dw 
= .89, p < .001). Regular differencing of the variables 
in the model resulted in sufficient trend stationarity 
(dw = 2.36, p = .99). After inspection of the ACF and 
PACF correlograms of the regression, an ARMA(0,2) 
model was identified. A final GLS time series regres-
sion model was run using the five selected predictors, 
shown in Table 3-3.
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R2 = 17.15%
* < .05, ** < .01, † < .1

Table 3-3.  Generalized Least Squares (GLS) Time 
Series Regression of Percent of Spam with  

Embedded Scripts Per Month, ARMA(0,2) n = 189.

The percent of the population aged 15-25 is asso-
ciated with a decrease in embedded script tags per 
month (B = -.236, p = .001). The number of articles on 
the CAN SPAM Act published per month predicts a 
decrease in embedded scripts (B = -.144, p = .013), con-
sistent with what might be expected from a deterrent 
effect. The percentage of articles without spammer at-
tribution predicts an increase in malicious scripts (B = 
.071, p = .023), consistent with the emboldening effect 
of feelings of anonymity. However, attribution was 
found to increase malicious links in the prior model. 
Attribution appears to have the opposite effect on ma-
licious scripts, although the effect size is very small.

Finally, the percent of the population who are In-
ternet users does not quite achieve significance, but is 
associated with a decrease in embedded scripts (B = 
-.088, p = .051). The direction of the relationship is con-
sistent with all significant findings involving this vari-
able in prior models. Internet connectivity appears to 
reduce the negative effects of illicit spam.

Measure Beta SE t p-value

Intercept < .0001 .032 -.004 .997

Percent Internet Users -.088 .045 -1.966 .0508†

Percent Population Aged 15-25 -.236 .071 -3.335 .001**

Count of CAN SPAM Articles -.144 .057 -2.506 .0131*

Count of Spammer Detained Articles .067 .044 1.509 .133

Percent of Articles without Spammer Attribution .071 .031 2.294 .0229*
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DISCUSSION

Three time series models capturing fraud and mal-
ware activity among email spammers received within 
the United States were constructed to test the im-
pact that prosecuting spammers might have on such 
crimes. While prosecuting spammers has been associ-
ated with reductions in spamming offenses in prior 
literature, it was questioned whether the same law 
enforcement activity against spammers might also 
have an impact on more serious forms of cybercrime 
perpetrated through email spam. The results suggest 
a possible impact of the CAN SPAM Act on malware 
contained in email spam, although there appears to be 
little evidence of an impact on fraudulent spam.

IMPLICATIONS OF FINDINGS

The CAN SPAM Act and other deterrent influenc-
es appear to have little impact on email fraud, yet are 
predictive of malware distribution among the spam 
email sample. Regarding the fraudulent email model, 
there were no CAN SPAM Act or deterrent related 
predictors that predicted the fraud outcome chosen. It 
may be that email spammers who reside in the United 
States are not as likely to rely on fraud, but rather rely 
more heavily on “spamvertised” goods and products. 
Fraudulent emails received in the United States may 
be more likely to originate from other countries (Nige-
ria, Russia, etc.), and therefore, the fraudsters would 
likely not even read U.S. news on the CAN SPAM Act, 
let alone be influenced by it.

Fraud, being a more serious offense than electronic 
spam violations, is also a more risky crime to commit. 
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Given that the offense is already more serious and as-
sociated with higher risk, offenders may be less prone 
to deterrent influences. More serious offenders may be 
less likely to be deterred, as they have already taken 
on greater risk than less serious offenders by the na-
ture of their crimes. Assuming the measure of fraud is 
valid, the CAN SPAM Act seems to have little effect.

For the malware distribution models, however, de-
terrence efforts may have an impact. Yet the direction 
of effect size is not consistent with the malicious links 
model. Arrests and fines under CAN SPAM Act pros-
ecutions reduce the number of malicious links, while 
ongoing trials and attribution increases malware. 
It may be that articles mentioning punishments of 
spammers deter malicious links, whereas articles only 
mentioning spammer identities (attribution) and on-
going trials without a punishment increase malicious 
links. Yet, attribution decreases malware in the mali-
cious scripts model, even though it increases malware 
in the malicious links model. These two types of at-
tack vectors for distributing malware may be different 
from each other such that deterrent efforts may have 
different impacts on them.

The two influences of malicious scripts were con-
sistent with deterrence, though, with CAN SPAM 
articles and attribution predicting reduced malicious 
scripts. Neither of these measures necessarily men-
tions punishments of spammers. Regardless of effect 
size direction, the CAN SPAM Act appears to influ-
ence malware, whereas it has no effect on fraud. There 
also appears to be no evidence of a marginal deterrent 
effect, with an increase in severity associated with a 
deterrent stimulus. That is, a threat of punishment 
might deter minor offenders, but not more serious 
offenders; ultimately resulting in more remaining 
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serious offenders. Prior research has suggested such 
a marginal deterrent influence when the measure of 
cybercrime is a DDoS attack, yet the same does not ap-
pear to be the case when looking at fraud and certain 
types of malware distribution.49

LIMITATIONS

The spam sample and the procedures for extract-
ing the time series metrics from the sample have some 
limitations that ought to be mentioned. The sample 
itself was acquired from only a single web archive, 
collected by an uploader, which may not have been 
completely consistent in the process for baiting spam 
messages during the entire 16 years of data collec-
tion.50 That is, changes might have been made or slow-
ly introduced, such as the number or frequency of bait 
email addresses or address posts on the Internet made 
over time. While the data ought to reflect genuine 
spamming activity, there may be fluctuations or sys-
tematic changes in time for different observations that 
would not be accounted for by the existing predictors 
in the model.

The spam sample used might also be skewed to-
ward certain spammers who send more spam than 
usual to the same recipient’s inbox. For the individual 
email unit of analysis dataset, each observation is not 
independent of other observations or spam that was 
received. That is, multiple emails can easily be sent 
by the same spammer, and many of those emails are 
likely identical to each other in the types of variables 
coded by the spam software. So the sample is biased 
toward spammers who send more spam to the same 
recipient. This is likely another example where the 
data is more representative of more serious, unlawful 
spammers.
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The measures of malware can also be improved. 
The methods used to detect malware were simply rule-
based classification methods, identifying a message 
as malicious based on a single defining feature per 
each outcome. Machine learning techniques similar 
to those employed to detect fraud ought to be consid-
ered when classifying a message as being malicious, 
since those methods can rely on much more informa-
tion than a simple single-rule based scheme. Specifi-
cally, a classification algorithm ought to account for 
many features that are evidence of malware, as there 
are many hundreds of different defining characteris-
tics that separate malicious emails from non-malicious 
ones.

CONCLUSION

This chapter has investigated the possible deter-
rent impact the CAN SPAM Act might have had on the 
more serious forms of cybercrimes, which were carried 
out through electronic spam. The evidence suggests no 
influence of the Act on the measure of fraud chosen, 
but some potential influence on malware distributed 
through email spam. Future research, some of which 
is presently underway, ought to expand on the mea-
sures of fraud and malware chosen. Specifically, fraud 
can be split into several separate categories, such as 
phishing and advance fee fraud. Malware can also be 
identified through more sophisticated machine learn-
ing methods. Links contained in spam emails can also 
be identified as malicious by cross-referencing them 
with existing databases of blacklisted malicious URLs.

In addition, research ought to investigate the im-
pact of prosecuting perpetrators of fraud and distribu-
tors of malware on more serious forms of cybercrime. 
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While the current study yielded mixed findings in 
terms of the impact of prosecuting spammers on 
fraud and malware in spam, legal punishments of 
serious cybercriminals could lead to different results. 
The present findings shed some light on the nature of 
fraud and malware contained in spam, and warrants 
further exploration.
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CHAPTER 4

CYBERSECURITY AND PRIVACY ISSUES  
FACING SMART CITIES: CHALLENGES AND 

POLICY RESPONSES

Nir Kshetri

OVERVIEW1

By 2050, one estimate suggests that 66 percent of 
the world’s population, 6.3 billion people, will live 
in cities. The development of smart cities has been a 
major global trend. The global smart city market is ex-
pected to reach about $1.6 trillion in 2020. From the 
perspective of a smart city, an obvious and alarming 
trend is that cyberattacks have been capable of caus-
ing physical damage to plants and equipment. This 
chapter identifies and analyzes the unique challenges 
faced by smart cities from the privacy and cyberse-
curity standpoint. Since big data is a key component 
of smart city initiatives, this chapter examines how 
various characteristics of big data are linked to pri-
vacy and cybersecurity in the context of smart cities. It 
also compares cyberattacks targeting smart cities and 
other forms of cyberattacks in terms of various criteria 
and parameters such as seriousness of threats, likely 
perpetrators and their modus operandi, and possible 
defense responses. This chapter also reviews how 
privacy issues in smart cities are shaped by enduring 
cultural models of privacy protection and the political 
discourses around this issue. Also discussed are im-
plications for policymakers, developers of smart city 
technologies, residents of smart cities, and consumers. 
Overall this chapter argues that smart cities’ overreli-
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ance on digital technologies would prove to be devas-
tating to their economic and overall welfare in the case  
of severe cyberattacks.

INTRODUCTION

In 2014, 54 percent of the world’s population lived 
in urban areas, compared to 30 percent in 1950. It is es-
timated that the proportion will increase to 58 percent 
by 2025 and 66 percent (about 6.3 billion people) by 
2050.2 The development of smart cities has thus been 
a major global trend. While most smart city initiatives 
involve “smartization” of existing cities, some cities 
such as South Korea’s New Songdo or Songdo Inter-
national Business District are being built from scratch. 
South Korea announced its plan to build about 15 
Ubiquitous Cities (U-Cities) that apply “ubiquitous 
computing” to integrate information systems and so-
cial systems. In 2013, China released plans for build-
ing 103 smart cities, districts, and towns. As of January 
2013, over 40 Chinese municipalities had expressed 
plans to build smart cities. Likewise, India’s Prime 
Minister Narendra Modi has announced plans to build 
100 smart cities. Singapore, Hong Kong, Dubai, and a 
number of European countries have been putting to-
gether efforts and initiatives to introduce a digital city 
or wireless city that utilizes state of the art technology 
in the development of urban systems. Likewise, Japan 
has put in place a strategy to build a U-Japan since 
2004. Unsurprisingly, the global smart city market is 
expected to reach $1.6 trillion in 2020.3 As of mid-2015, 
South Africa had invested $7.4 billion into a smart city 
project.4 IHS, a provider of global market, industry, 
and technical expertise uses a narrow definition of the 
term “smart cities” to refer to:
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cities that have deployed—or are currently piloting—
the integration of information, communications and 
technology (ICT) solutions across three or more dif-
ferent functional areas of a city. . . . These functional 
areas include mobile and transport, energy and sus-
tainability, physical infrastructure, governance, and 
safety and security.5

IHS concluded there were 21 smart cities in the world 
in 2013, which will increase to 88 or more by 2025.6

While Europe and Asia are ahead of the United 
States in implementing smart city initiatives, a num-
ber of U.S. cities have been making efforts to offer 
smarter, more efficient service infrastructures. Some 
notable examples include Boston, New York City, San 
Jose, San Francisco, and Seattle. New York City’s $20 
billion Hudson Yards project involves a 28-acre com-
mercial and residential area. Hudson Yards will track 
environmental and lifestyle factors such as traffic pat-
terns, energy consumption, and air pollution. It will 
also include a trash-disposal system that will remove 
waste via underground pneumatic tubes.7

Moving to the focus of this chapter, privacy and 
security issues are becoming key factors in consumer 
and business acceptance and willingness to live in 
smart cities.8 In October 2013, the United Kingdom’s 
Department of Business, Innovation & Skills noted 
that trust in data privacy and system integrity is a 
major barrier to smart city projects.9 Experts say that 
there has been a lack of clear focus on cybersecurity in 
smart city initiatives, meaning such cities are likely to 
become larger and more attractive targets for cyber-
criminals, nation states, and cyberterrorists.10 In 2014, 
a cybersecurity researcher showed that about 200,000 
traffic control sensors in major hubs such as Washing-
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ton, DC; New York; New Jersey; San Francisco; Seat-
tle; Lyon; France; and Melbourne, Australia were not 
encrypted and thus were vulnerable to cyberattacks. 
The researchers demonstrated that it was possible to 
intercept information coming from these sensors from 
1,500 feet away, or by a drone.11 

Observers have expressed reservations about se-
curity features of the system used in smarter cities. 
Concerns have been voiced regarding the protection 
of data, systems, and infrastructures that play critical 
roles in the operation of the city as well as the safety 
and livelihood of its residents. It is argued that the 
challenge of cybersecurity has not been adequately 
addressed by smart city advocates.12 The systems 
used in smart cities have sophisticated features and 
functionality that are often characterized as having 
a high degree of vulnerability to cyberattacks due to 
their complexity, high levels of interconnectedness, 
and large volume of information. The infrastructures 
such as broadband networks, Wi-Fi, and satellites 
that connect systems and operators increase the entry 
points for cyber-offenders.13 If a device is successfully 
hacked, it may act as a pivot and bypass existing de-
fense mechanisms. Critics have also argued that most 
manufacturers producing much of the devices and 
systems for smart cities have failed to ensure adequate 
cybersecurity.14 Moreover, cyberattacks on smart cit-
ies are likely to result in more serious consequences 
and outcomes for the victims and higher costs to soci-
ety. The emergence of malware and worms capable of 
causing physical damage is especially alarming and of 
concern, as they are likely to target smart cities. These 
concerns have stimulated substantial cybersecurity 
spending in smart cities, which according to Pike  
Research, is expected to reach $1.3 billion by 2015.15
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The above problems are especially acute in devel-
oping countries that are characterized by a nascent 
stage of critical infrastructure protection and weak cy-
bersecurity policies. For instance, India’s national cy-
bersecurity policy has been described as “very weak,” 
and it had not been implemented by the Indian gov-
ernment even 2 years after it was made public.16

A related point is that residents of smart cities 
have found that a digital lifestyle may have signifi-
cant privacy costs.17 The analysis and integration of 
data streams has facilitated surveillance and “dat-
aveillance” (tracking the trails created by a person’s 
activities) and increased the threat of a “big brother 
society.”18 For instance, in South Korea’s New Songdo 
City, which is described as the world’s first greenfield 
smart city, a smartcard serves as a resident’s personal 
key to do everything from riding buses and subways, 
to paying for parking, watching a movie, and borrow-
ing a bicycle. The relational nature of various activi-
ties, which contain a common field, makes it possible 
to conjoin and combine different data sets.19

There are even more concerns in cities such as 
Addis Ababa, Cairo, and other cities with strict gov-
ernment cyber-control measures. In these cities, blog-
gers and organizers of social mobilizations have been 
imprisoned for criticizing their governments.20 In 
2011, the Chinese Government announced a plan to 
introduce an “information platform of real-time citi-
zen movement.” The stated goal of the plan was to 
tackle congestion by monitoring the flow of people. 
Human rights activists expressed concerns that the 
regime may use the information to suppress activists. 
For instance, cell phones of activists have already been 
allegedly tracked by security forces, which are used to 
locate activists and track their movements.21 However, 



108

when compared to more democratic societies, civic 
societies hold positions of less power in discourse in 
China. For instance, Brazil’s Rio de Janeiro’s attempts 
to “smartize” the city drew concerns related to cyber-
security and privacy violations from citizens.22

Some argue that growing privacy concerns could 
act as a barrier in citizens’ adoption and use of some 
smart city related technologies and services.23 Some 
analysts also believe that new legislation may be es-
sential to guarantee privacy in smart cities.24 Mayors 
and other civic leaders are participating in developing 
the visions of smart cities.25 Certain discourses have 
evolved in the context of privacy issues. As noted 
above, due to privacy and security issues, such proj-
ects have faced resistance and opposition by citizens.

Before proceeding, we offer some clarifying defini-
tions. A smart city involves the use of technology to 
gather and analyze data and take actions in order to 
enhance efficiency and improve the quality of life.26 
“Cyber-physical systems (CPS) are smart systems that 
include engineered interacting networks of physical 
and computational components [italics in original].”27 
That is to say that in a CPS, physical entities can in-
teract with and are controlled by collaborating com-
putational elements. A CPS processes the collected 
information and acts. A CPS can facilitate the real-
time collection and analysis of data related to diverse 
aspects of areas such as health, environment, energy 
and water usage patterns, traffic, and waste disposal, 
and thus is likely to play key roles in smart cities.

In this chapter, we proceed by first discussing the 
privacy and security challenges facing smart cities. 
Next, we analyze the issue of big data in smart cities 
from security and privacy perspectives. The final sec-
tion provides discussion and implications.
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PRIVACY AND SECURITY CHALLENGES  
FACING SMART CITIES

Major challenges that face smart cities include: 
securing against cyberattacks and terrorism, main-
taining safety of the controlled systems, protecting 
intellectual property and other assets, and protecting 
privacy rights.28 First, smart cities raise major privacy 
issues. Entities who provide services to the residents 
of smart cities need to have access to data in order to 
provide better services. CPSs thus often manage large 
amounts of data and information related to health, 
gender, religion, and other sensitive indicators.29 In 
addition, a cyber-offender can also monitor events 
such as residents’ movement patterns in a large num-
ber of buildings and create profiles that can be sold 
in an underground market.30 Prior researchers have 
noted that there exists a substantial market for such 
information.31 For instance, in China, a malicious actor 
can sell a database containing a specific type of infor-
mation for more than $1,500 on the black market. The 
illegal companies, in turn, charge their clients between 
$1,500 and $150,000 for services such as private inves-
tigation, illegal debt collection, asset investigation, 
and even kidnapping.32

Smart cities use vehicles and people as sensors. 
In many cases, information is not available about the 
trustworthiness of the receivers. People, who are act-
ing as sensors, may experience adverse consequences 
if their information is misused.33

A comparison of cyberattacks targeting smart cities 
with major forms of cybercrimes such as the Nigerian 
419 fraud, click frauds on pay-per-click advertising, 
Denial of Service (DoS) attacks, and phishing can pro-
vide important insights to understand various aspects 
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of such attacks. Table 4-1 compares identity thefts to 
cyberattacks targeting smart cities. 

Some analysts have argued that, unlike nuclear 
weapons, cyberwar is less likely to pose an “existen-
tial threat to humanity.”34 However, a preliminary 
look at some cyberattacks targeting smart cities chal-
lenges this observation and indicates that cyberthreats 
facing smart cities can be costly and dangerous. Ter-
rorists and adversary states can launch cyberattacks, 
which may pose existential threats to those living in 
smart cities. Buildings can also be used to blackmail 
the inhabitants and owners and force them to transfer 
their money to criminals.35

 
Table 4-1. A Comparison of Identity Thefts to  

Cyberattacks Targeting Smart Cities.

Identity Thefts Cyberattacks Targeting Smart Cities
Seriousness of 
Threats

•	Mostly low level of 
seriousness.  

•	Low to high levels of seriousness including 
existential threats due partly to the 
emergence of malware and worms capable of 
causing a physical damage. 

Likely 
Perpetrators 

•	Mainly financially 
motivated 
cybercriminals.36 

•	Attractive targets for cybercriminals, 
terrorists, and adversary governments.

•	As cities become smarter and more 
connected, financially motivated 
cybercriminals perceive a change in the cost/
benefit calculus and target them.

Modus 
Operandi of 
Perpetrators

•	Deployment of 
relatively older virus, 
malware, worms, and 
social engineering 
tools.

•	Deployment of relatively newer virus, 
malware, and worms such as the Internet of 
Things (IoT) botnet and building automation 
systems (BAS) botnet.37 

The Defense 
Responses

•	To some extent, 
organizations 
and individuals 
have developed 
technological, 
behavioral, and 
cognitive defense 
mechanisms. 

•	Generally underdeveloped defense 
mechanisms.

•	Relatively little guidance regarding how to 
configure IoT.

•	Not enough attention from device makers, 
governments, and organizations for IoT 
security flaws. 
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In order to illustrate the previous point, this chap-
ter reviews a number of malware products and worms 
that have been designed to target industrial control 
systems (ICS) and cause physical damages. Some ex-
amples include Stuxnet, Duqu, Flame, BlackEnergy, 
and Shamoon. Stuxnet, for instance, caused the cen-
trifuges of the uranium in an Iranian nuclear facility 
to over-spin and self-destruct. The operator’s console 
falsely showed that the system was operating within 
normal parameters and values. In another example, 
the Duqu malware looked for useful information to 
attack an ICS. Likewise, the Flame malware searched 
for engineering drawings, specifications, and other 
technical details about the systems. It also recorded 
audio, screenshots, keyboard activity, and network 
traffic. Its capability also included recording Skype 
conversations and turning infected computers into 
Bluetooth in order to download contact information 
from nearby Bluetooth-enabled devices.38 Likewise, 
the U.S. Department of Homeland Security (DHS) 
identified BlackEnergy within an ICS used by critical 
infrastructures. A senior threat researcher at Trend 
Micro noted that BlackEnergy was targeting some of 
the ICSs that were exploited by Stuxnet.39

The attacks attributed to Shamoon wiped out the 
hard drives of 30,000 computers, 85 percent of the 
Armco’s devices, and shut the company’s business 
down for two weeks.40 The costs associated with re-
placement and incident response were estimated to 
exceed $15 million.41 Several months following the 
first attacks, the Shamoon malware reportedly tried 
to attack the oil and gas flow networks in an attempt 
to disrupt international supplies.42 Shamoon demon-
strated the ability to spread to other computers on the 
network by exploiting shared hard drives. The virus 
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compiled a list of files from specific locations, erased 
them, and sent file information to the attacker.43 Ac-
cording to a December 2014 report of Germany’s Fed-
eral Office for Information Security, hackers caused 
physical damage to a facility of a steel plant. The at-
tackers had used spear-phishing and social engineer-
ing to gain access to the plant’s network, where they 
subsequently penetrated the production network.44 
It was reported that the attack resulted in “massive” 
damage.45 This attack was the second confirmed case, 
after the Stuxnet attack on an Iranian nuclear facil-
ity, in which a purely cyberattack caused the physical  
destruction of a plant or equipment. 

The privacy and security risks facing smart cities 
are relatively newer, less known, and rapidly emerg-
ing. For instance, a major vulnerability of smart cit-
ies relies on the fact that they are attractive targets for 
the IoT botnets. In the first cyberattack involving the 
IoT, a botnet of more than 100,000 Internet-connected 
devices sent over 750,000 malicious emails from De-
cember 23, 2013, to January 6, 2014.46 If a hacker is able 
to break into any of the IoT devices, such as automatic 
doors, smart home heating and lighting systems, 
vending machines, cameras, security alarms, Wi-Fi 
router boxes, entertainment gadgets, and smart televi-
sions (TVs), then it is easy for the hacker to gain ac-
cess to broader networks (e.g., corporate networks).47 
In a discussion of the IoT, it is noted that buildings 
are associated with major vulnerabilities and security 
threats. In particular, BAS, and supervisory control 
and data acquisition (SCADA), which have been im-
portant choices for facilities management and building 
operational needs, may represent a key vulnerability 
factor. BAS and SCADA deployments are associated 
and facilitated by the need to upgrade energy infra-
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structures. Frost and Sullivan, the Gartner Group, 
and Forrester have expressed concerns regarding the  
cybersecurity threats of these systems.48 

Note that BAS are “centralized, interlinked, net-
works of hardware and software, which monitor and 
control the environment in commercial, industrial, 
and institutional facilities.”49 One estimate suggested 
that there are more than 15,000 BAS in the United 
States that are accessible via the Internet, 9 percent of 
which are reported to have cybersecurity vulnerabili-
ties.50 Since such systems are often incorporated into 
computer networks, an attack on BAS makes it easy to 
penetrate the company network. 

From the offender’s standpoint, there are a num-
ber of benefits associated with developing malware to 
attack the systems in smart cities. BAS are permanent-
ly available, often have no security features, and are 
rarely patched. These features are attractive for botnet 
operators, cybercriminals, and insiders.51 If a hacker 
successfully attacks a BAS system, it is easy to pen-
etrate other devices and computers on the network. 
This is because attacks coming from inside the net-
work are trusted and ignored by traditional network 
security. Therefore, employee records, customer data, 
and intellectual property are likely to become vulner-
able to cyberattacks.52 A cybersecurity researcher put 
the issue this way: “[A] simple problem can have a 
large impact due to interdependencies and associ-
ated chain reactions.”53 This means an adversary can 
launch a cyberattack on a seemingly uncritical and 
poorly secured system, resulting in chaos.54 

According to a report of the U.S. DHS in April 
2013, hackers targeted building energy-management 
systems. Companies connect building energy-man-
agement systems to networks and the Internet to  
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automate lighting, heating, and air conditioning. Cy-
bercriminals can use these connections to unlock doors 
and turn off lights. Quoting financial institutions, a 
security researcher noted that if the temperature is 
changed by 5-6 degrees, the computers could not pro-
cess transactions at the normal rate.55 Cybercriminals 
thus can damage data centers by turning up the heat.

In 2012, security researchers found at least two 
vulnerabilities in Tridium’s building management 
software. Note that Tridium Niagara software is used 
in many building management systems. As of August 
2012, the software was used by over 300,000 organiza-
tions in 52 countries in order to remotely control and 
monitor a wide range of devices and equipment such 
as medical devices, elevators, furnaces, video camer-
as, and security systems.56 The researchers were able 
to exploit vulnerabilities in Tridium Niagara software 
to open a company’s parking garage gate and the 
front door. They were also able to penetrate into the 
company’s corporate network. In 2012, cyberattackers 
reportedly exploited Tridium vulnerabilities at least 
twice. In a New Jersey manufacturing company, at-
tackers discovered the system was accessible from the 
Internet. In the second instance, a state government 
facility was attacked and the temperature settings in 
the building were changed.57

Some technologies and devices that are more prone 
to privacy issues are likely to be adopted in smart cit-
ies compared to conventional cities. Some examples 
of such systems are smart meters and smart grids. Ac-
cording to Pike Research, about one-third of smart city 
projects in North America and Europe were primarily 
focused on smart grids or other energy innovations, 
and about half of smart city strategies include energy-
focused projects.58 
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Concerns over privacy and security have been an 
important part of the debate over the impact of smart 
meters and smart grids. As of the end of 2014, in the 
United States, 38 million smart meters were installed, 
which gather information about household electricity 
consumption and transmit to the supplier.59 The U.S. 
Department of Energy announced a plan to publish a 
voluntary code of conduct to govern data privacy for 
smart meters in January 2015. Despite the existence of 
such code, some critics are concerned that consumers 
could be persuaded into giving up their private data 
to power companies and third-party data aggregators. 

Data transmitted by smart meters are often high-
value data. It is argued that the electricity consump-
tion data is worth more than the commodity con-
sumed to generate the data.60 This is because many 
devices transfer data among themselves and generate 
new data, also referred to as derived data.61 Devices 
connected to the smart grid thus may leave key in-
formation behind. This type of privacy is also called 
footprint privacy, in which transactions, actions, and 
queries associated with the concerned devices are 
stored.62 

Such data is likely to permit more sophisticated 
profiling and targeting of consumer and neighbor-
hoods that can be used for purposes such as retailers’ 
decision to open the next store.63 These concerns are of 
special interest to smart cities. It is often not clear how 
the data is used and who uses it. Some have also ar-
gued that cities may have to create their own privacy 
charters to address concerned citizens.64 

To be useful for purposes such as increasing en-
ergy efficiency by giving consumers greater control 
over their use of electricity, permitting better integra-
tion of plug-in electric vehicles and renewable energy 
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sources, developing a more reliable electricity grid to 
withstand cyberattacks, natural disasters, and help to 
decrease peak demand for electricity, data recorded by 
smart meters must be highly detailed.65 For instance, 
it may show the types of appliances a consumer is us-
ing.66 According to a European Union data watchdog, 
new energy smart meters can track whether consum-
ers are at home or not, how they spend their free time, 
and the type of medical devices they use.67 When the 
data is transmitted to electric utilities or stored, po-
tential interception or theft is possible.68 Precise and 
frequent measurements of utility consumption allow 
the collection and inference of a huge amount of confi-
dential information, which can be used for user profil-
ing on the basis of personal behavioral patterns.69 

In other settings, in order to protect themselves 
from established cybercrime types, individuals and 
organizations are developing technological, behavior-
al, and cognitive defense mechanisms. Corporations 
are also facing regulatory pressures to change their 
business models so as to minimize real and perceived 
vulnerabilities. Consequently, businesses are revamp-
ing their organizational structures, and cybersecurity 
specialists have started holding key positions in the 
organizational hierarchy. An increasing number of 
companies are recruiting board members who empha-
size the importance of cybersecurity.70 

Defense mechanisms have been less clear to protect 
against cyberattacks targeting smart cities. The idea 
of rare enemy syndrome provides a helpful perspec-
tive for understanding how unfamiliar baits tend to 
achieve more success.71 With the terms that evolution-
ary biologists use, it can be argued that the enemy’s 
manipulation is so rare that the victim has not devel-
oped an effective counter poison.72 That is, evolution-
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ary development has not yet progressed to that point. 
To put things in context, observers note that cities 
have plans for natural disasters such as earthquakes 
and floods, but lack mechanisms to deal with cyber-
attacks.73 

IoT botnet and BAS botnet are a relatively new 
phenomenon. Hackers gain access to devices because 
homeowners do not set them up correctly, or use the 
default password that comes with the device.74 Like-
wise, there is relatively little guidance regarding how 
to configure IoT. Device-makers, governments, and 
organizations have not paid enough attention to IoT  
security flaws.75 A cybersecurity expert noted that the 
IoT devices pose complex governance and manage-
ment problems from the cybersecurity standpoint, be-
cause they are designed for specific purposes instead 
of general-purpose computers.76 A related problem is 
that securing the IoT is arguably a “moving target,” 
since what constitutes an IoT is still evolving itself.77 
Likewise, progress to fix ICS security issues has been 
slow due to the poor design of existing systems and a 
lack of strong incentives to fix the problems. Part of the 
issue is that current laws do not make the manufactur-
ers of control systems liable for poor cybersecurity.78

LOOKING FROM A BIG DATA PERSPECTIVE 

The use of data and analytics arguably represents 
the latest stage in the evolution of the discussion of the 
issues of smart cities.79 Big data is generated by sen-
sors, meters, cameras, in-car navigation devices, smart 
phones, pollution monitoring stations, energy meters, 
and other devices and processes. Some organiza-
tions and governments have introduced high profile 
initiatives that are aimed at improving cybersecurity  
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involving big data in smart cities. For instance, in 2014, 
Singapore Telecommunications Limited (Singtel) an-
nounced a plan to invest $500 million and hire 1,000 
engineers over the next five years in order to build  
cybersecurity, smart cities, and big data analytics.80 

The relationship of big data with privacy and se-
curity issues in smart city initiatives is presented in 
Table 4-2. 

Volume.

Huge data volume is arguably the most impor-
tant feature of smart cities. Smart cities involve sur-
veillance and sensor technologies for city planning, 
incident response, traffic coordination, and crime 
management.81 In such a system, there is an incentive 
to collect and act upon as much data as possible. For 
instance, the New Songdo City makes extensive use 
of radio-frequency identification (RFID) technology. 
Using RFID, public recycling bins credit every time 
an individual recycles a bottle.82 Likewise, an estimate 
suggested that Philadelphia is saving $1 million annu-
ally from fitting garbage bins with sensors, which in-
dicate when the bin is full, thus reducing the number 
of required collections.83 Moreover, most types of data 
in smart cities are often fine-grained in resolution and 
detail, and thus are attractive targets for perpetrators. 
These conditions create a high degree of vulnerability 
to cyberthreats and privacy violations. 

In a big data environment, each data point com-
petes for attention.84 A huge amount of data means 
that security breaches and privacy violations are 
likely to lead to more severe consequences and losses 
via reputational damage, legal liability, ethical harms, 
and other issues, which are also referred to as an  
“amplified technical impact.”85 
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Velocity. 

Smart city residents exhibit a higher degree of 
reliance on real-time data. For instance, smart cities 
collect real-time data from roads and manage traffic 
lights based on traffic volume. 

Real-time data is also used in helping people with 
serious health issues. New Songdo’s “U-protection” 
service aims to use mobile health-sensor technologies 
to manage health conditions of senior citizens, espe-
cially those living alone. Location-based technologies 
will identify elderly citizens with Alzheimer’s in case 
they are lost or face problems.86 Such an overreliance 
on real-time data may lead to calamity and severe con-
sequences in the case of a data breach or privacy viola-
tion. A criminal can also use location data for stalking 
people in real-time. 

Variety.

Data comes in multiple formats such as structured 
and unstructured. Of special concern is much of the 
unstructured data such as road traffic information and 
Binary Large Objects (BLOBs)—e.g., multimedia ob-
jects such as images, audio, and video—that are sensi-
tive in nature and may contain personally identifiable 
information (PII).87 For instance, a closed-circuit televi-
sion (CCTV) network, which enables the exchange of 
video data generated by Seoul’s 30,000 CCTV installa-
tions, is a key component of the city’s telecommunica-
tion network known as U-Seoul Net.88 According to 
Gartner, the security of unstructured data has been a 
seriously under-recognized problem.89 
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Variability.

Data in smart cities comes from a wide variety 
of sources. For instance in New Songdo, residential, 
medical, and business information systems are inte-
grated into one system.90 Some of the information 
sources may be characterized by variable rate of data 
flows. For instance, higher rates of business related 
data flows might occur during business hours. 

The time-variant nature of data flows mean that 
privacy and security issues are of more significance 
during peak data traffic. Organizations may lack ca-
pabilities to securely store huge amounts of data and 
manage the collected data during peak data traffic. 
In December 2013, Target announced that its high-
profile security breach, which compromised 40 mil-
lion credit and debit card accounts and the personal 
data of 70 million people, occurred during the peak 
holiday shopping season from November 27 to De-
cember 15. The virus tried to steal card data during 
peak customer visit times (10 a.m.-5 p.m. local times) 
of targeted stores.91

Complexity.

Data in smart cities comes from a number of sourc-
es. Availability of data from multiple sources (e.g., 
smart meters, car sensors, trashcans) makes it easy to 
track residents and their actions in great and minute 
detail that may lead to a high degree of privacy viola-
tion and severe security problems.
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Table 4-2. Big Data Characteristics in Relation to 
Security and Privacy in Smart Cities.92

Characteristic Explanation Collection/Storing

Volume

•	 Huge amount of data is 
created from a wide range of 
sources such as transactions, 
unstructured streaming from 
text, images, audio, voice, 
Voice over Internet Protocol 
(VoIP), video, TV and other 
media, sensor and machine-
to-data. 

•	 High data volume would likely 
attract a great deal of attention from 
cybercriminals.

•	 Some data (e.g., transmitted by smart 
meters) are often high value data.

Velocity  
(Fast Data)

•	 Some data is time-sensitive 
for which speed is more 
important than volume. 
Data needs to be stored, 
processed, and analyzed 
quickly. 

•	 Operating a smart city involves 
collecting real-time data from roads 
and managing traffic lights based on 
traffic volume. Residents exhibit a 
higher degree of reliance on real-time 
data. Such an overreliance on real-
time data may lead to calamity and 
severe consequences in case of data 
breaches or privacy violation.

Variety

•	 Data comes in multiple 
formats such as structured, 
numeric data in traditional 
databases and unstructured 
text documents, email, 
video, audio, and financial  
transactions.

•	 Of special concern is much of the 
unstructured data that is sensitive in 
nature and may contain PII. 

Variability

•	 Data flows can vary greatly 
with periodic peaks and 
troughs. These are related 
to social media trends, daily, 
seasonal, and event-triggered 
peak data loads and other 
factors. 

•	 Cities may lack capabilities to 
securely store huge amounts of data 
and manage the collected data during 
peak data traffic. Attractiveness as a 
crime target increases during such 
period.

Complexity

•	 Data comes from multiple 
sources that require linking, 
matching, cleansing, and 
transforming across systems. 

•	 Availability of data from multiple 
sources (e.g., smart meters, car 
sensors, trashcans) makes it easy 
to track residents and their actions 
in great and minute detail that may 
lead to a high degree of privacy 
violation and severe cybersecurity 
consequences.
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DISCUSSION AND IMPLICATIONS

Some of the emerging and alarming trends dis-
cussed above indicate that cyberattacks on smart cit-
ies are likely to have dangerous consequences. Smart 
cities are likely to be ideal targets for cyberterrorists 
and hostile foreign governments. Traditional devices 
owned by businesses and consumers have been the 
most popular target for financially motivated cyber-
criminals. However, as cities become smarter and 
more connected, it is likely that such cybercriminals 
will perceive a change in the cost/benefit calculus and 
target them. Likewise, the development and deploy-
ment of directed, automated, and networked technol-
ogies have led to a surge in surveillance activities and 
programs. Smart city developers and policymakers 
thus need to make sure that privacy and security con-
cerns are adequately addressed and clearly resolved. 
No less important is the implementation of measures 
to educate consumers so that they understand the 
potential value of various categories of information 
belonging to them. It is also important to take into ac-
count the influence of perception as well as reality in 
consumers’ assessment of privacy and security issues. 

Equally important is the need to understand the 
desired level of privacy of consumers. For example, an 
intriguing aspect of the development of South Korea’s 
New Songdo City is that most of the core technolo-
gies were developed in the United States rather than 
in Korea. Supportive formal and informal institutions 
including lower privacy concerns are arguably the 
primary reason why the U.S.-developed smart city 
technologies were first implemented in Korea rather 
than anywhere else.93 While the use of RFID to auto-
mate tracking and monitoring the movements of peo-
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ple is a big concern in the West, privacy concerns are 
less prominent in Asia.94 As a research director of Palo 
Alto described, “There is an historical expectation of 
less privacy [in Korea].”95 Observers have also noted 
that, whereas ubiquitous computing is controversial in 
the West due to privacy concerns and fears of turning 
into a surveillance society, in Korea and other Asian 
nations the concept is viewed as an opportunity to at-
tract foreign investment by showing off technological 
prowess.96 Ubiquitous computing is arguably viewed 
more as gaining technology expertise in Asia rather 
than an invasion of privacy.97 

Whereas strong legal protections for the privacy of 
personal information exist in the European Union and 
clear laws exist as to how data can be collected, stored, 
and reused, privacy is a new luxury in most cities in 
Asia and other parts of the world.98 Likewise, authori-
tarian regimes of the Persian Gulf view surveillance 
and data mining as a means to increase their power 
and control over terrorists, criminal outfits, minority 
groups, and migrant workers.99 

With respect to privacy issues, it is important to 
note the existence of heterogeneous laws, views, in-
terests, and opinions internationally. A “one size fits 
all” approach to the design and development of smart 
cities may be ill‐advised and likely to be ineffective 
in terms of meeting the privacy needs of different 
groups of people. Alternative utopias of smart cities 
have been offered. One possibility is “a perfectly con-
trolled, perfectly efficient, safe smart city.”100 A smart 
city taken over by computers designed by a big tech-
nology company is likely to function like a machine. 
This highly automated and highly centralized model 
is efficient, but may perform poorly in regards to pri-
vacy protection.101 Such a model is more likely to work 
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for societies in which privacy may be less of a concern, 
but not for others in which privacy issues are salient. 
Therefore, U.S. companies may benefit more from 
exporting their ubiquitous systems to countries that 
are more accepting of such technology from a privacy 
standpoint, such as South Korea.102 

Finally, the politics associated with data pro-
duced by big data initiatives in smart cities needs to 
be analyzed in terms of the societal values. It is also 
important to understand whose agenda and interests 
are primarily served by a data gathering initiative.103 
For instance, some types of data in authoritarian re-
gimes may be collected for spying on citizens rather 
than providing better services to residents. Since al-
ternative models of smart cities exist (e.g., in terms of 
centralization and decentralization), there is thus the 
need to pursue cross-national and cross-cultural com-
parisons systematically in order to evaluate the fit of 
big data initiatives associated with a given model.
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CHAPTER 5

SMARTER CITIES DEMAND SMARTER 
SECURITY

Adel S. Elmaghraby and Michael Losavio

INTRODUCTION1

Smart cities and the Internet of Things (IoT) inex-
tricably weave networked computation into the lives 
of billions. They thus become woven into the political 
life of the city. Yet there seems a blithe indifference 
to the security implications for the daily, mundane 
affairs of people. We examine how things might go 
wrong, how things might be righted, and the ques-
tions of accountability needed in this human system 
of computation. A smarter perspective on what affects 
security in this new information paradigm is needed.

Concerns about increased urbanization are a driv-
ing force for exploration of smarter approaches to ef-
ficient management of urban areas, leading to many 
smart city initiatives. With the evolution of smart 
cities, novel concerns related to safety, security, and  
privacy emerge.2 

According to Ivan Berger:

Some 4 billion people live in cities now, and more than 
6 billion—at least two thirds of the world’s popula-
tion—will live in urban areas by 2050, according to the 
United Nations [UN]. To deal with the challenges that 
brings, cities will need sophisticated technologies to 
monitor, analyze, and quickly respond to traffic tie-
ups, citizen complaints, and lots more. And they must 
do so in the face of budgetary constraints and other 
obstacles.3
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Lee, Hancock, and Hu have provided a framework 
to analyze the lessons learned from smart cities such 
as Seoul and San Francisco.4 In their study, they con-
cluded that eight stylized factors are the basis of a 
smart city. An adapted version of these findings can 
be represented by only the following five factors:

1.	 Intelligent data collection through sensors and 
multiple sources;

2.	 Open data initiatives to engage citizens in  
innovation and data usage;

3.	 Creation of a diversified development and ser-
vice sources;

4.	 Accelerated adoption of technology through 
public initiatives and incentives; and,

5.	 An overarching strategy needed to assure the 
integration and growth of a smart city.

CONVENIENCE, SECURITY, AND PRIVACY

New lifestyles may demand convenience in many 
aspects of daily life. No one is willing to tolerate lim-
ited access to services or demanding physical access to 
business or government offices when the service can 
be delivered over the Internet. This places increased 
demands on such offices to open up their systems 
to the users. Convenient access to such services is 
in many ways the reason for the increased vulnerabil-
ity of data leading to security and privacy challenges.  
Figure 5-1 shows that smart cities are mainly focused 
on providing convenience and are founded on secu-
rity and privacy.
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Figure 5-1.  Convenience, Security, and Privacy.

CONNECTED INFRASTRUCTURE

Technological advances in the office, home, trans-
portation, and service industries are the foundations 
of a smart city. Cesar Cerrudo has studied issues 
such as hacking traffic controls and other vulnerabili-
ties.5 He identified a list of technologies that help cities  
become smarter, and the technologies that are required 
on the back-end to support them.

In an earlier work,6 the present authors identified 
the components of smart cities as a whole domain 
comprised of sets and relations.

The sets are mainly: the Persons (P), the Servers 
(S), and the Things (T) that are elements of the IoT. 
Essentially, we have:

Where  since the number of 
servers and trusted entities are by far much less than 
the number of persons and clearly much less than the 
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devices comprising the IoT, which is the backbone of 
smart cities. In addition, traditionally, the focus of at-
tacks has been on servers; therefore, most security ef-
forts have focused on securing servers. With the explo-
sion of interaction between people and devices, the 
trend started to shift toward that communication link. 
However, with the next steps already in place, we proj-
ect that the interaction among things is the next frontier 
of security and privacy.

A SMART SECURITY REGIME

How bad can it be? We have argued that an effec-
tive information security regime must begin to incor-
porate lessons learned for public security in the non-
cyber realm. The U.S. Director of National Intelligence 
has promoted the idea that “Changing the Game” is 
the only way to re-revitalize an effective information 
security regime for our information infrastructure. Yet 
changing how we approach security, as with every 
change of paradigm, has been difficult. Cybersecu-
rity reports have detailed the vulnerabilities in home, 
consumer, and small business systems that in turn, 
may serve as attack platforms against other systems. 
However, little has been done in this domain except 
by operating system designers who incrementally add 
protections without full involvement of the users at 
risk. This becomes a huge mash-up with the smart 
city and the IoT. The integration of computational ele-
ments into all aspects of life requires examination of 
information security as public security. It requires en-
gagement at all levels of the information polity, from 
high-level designers to the user on the street and in 
their homes.
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For the smart city, this is directly connected to the 
protection of the governmental infrastructure using 
computational technologies to enhance service and 
efficiency. Compromise of those systems, so funda-
mental to daily life, could crash the social ecology 
that the smart city seeks to support. With the IoT, this 
moves into direct and immediate personal security for 
individuals within the computational social ecology. 
Each personal device can represent an opportunity for  
enhanced well-being and a vector for attack.

Attacking the Smart City.

Cerrudo detailed the diversity of interconnected 
applications within the smart city, and a sampling of 
the vulnerabilities to those systems reads like a tradi-
tional list of information security issues:

•	 Lack of Cybersecurity Testing 
•	 Poor or Nonexistent Security (implementation)
•	 Encryption Issues (poor or nonexistent implemen-

tation of)
•	 Lack of Computer Emergency Response Teams 

(CERTS)
•	 Large and Complex Attack Surfaces (a target rich 

environment) 
•	 Patch Deployment Issues 
•	 Insecure Legacy Systems 
•	 Simple Bugs with Huge Impact 
•	 Public Sector Issues 
•	 Lack of Cyberattack Emergency Plans
•	 Susceptibility to Denial of Service (DoS)
•	 Technology Vendors Who Impede Security  

Research (in order to protect their proprietary 
market position)7 
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All of these represent standard issues for information 
security and corporate governance: lack of knowl-
edge, money, and foresight.

Cerrudo also details various “wide-open” city-
cyber infrastructure security failures with examples 
of potential damage from intentional compromise. He 
then notes the proof of concept exercise compromising 
the traffic control systems due to a lack of communica-
tion encryption. This could potentially affect 100,000 
intersections in the United States and Canada.8 Criti-
cally, he notes that there is no way to assure remedies 
for such vulnerabilities. He notes this is not simply a 
matter related to criminality, but one that opens a tar-
get rich environment for war fighting over the wire.

A core concern is the nature of political account-
ability, which often acts in a post hoc, retrospective 
manner after a failure of government. Public accolades 
and positive press coverage come with the deploy-
ment of new smart technologies for the city. However, 
who will be held accountable for the failure of those 
systems? Moreover, particularly with the lagging na-
ture of political accountability, were only those who 
are currently in office held responsible for failures that 
may have predated their tenure, how will the expen-
diture of monies to security systems be viewed by the 
taxed public?

Attacking the Citizens of the Smart City.

The ubiquitous deployment of interconnected 
computable systems will, as with the smart city, offer 
expanded conveniences and efficiencies for personal 
life. Yet, each such system can offer a personal vector 
to attack an individual.
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One historical example of this phenomenon deals 
with online and electronic payment systems, which 
have become the focus of theft activities by criminals. 
As the use of these systems has exploded, so has ex-
ploitation. The technical information security-based 
response to the problem of static credit card encoding 
information being duplicated and forged was the new 
Europay, Mastercard, and Visa (EMV) chips for credit 
cards that dynamically assigned transaction informa-
tion that, once used, could not be reused for further 
transactions. This has drastically reduced counterfeit 
credit card fraud in Europe. While this same benefit 
may be expected for in-store credit card use in the 
United States, it will also produce a shift toward on-
line transactions (which will not have the same level 
of security) and check counterfeiting. It may also in-
crease the impetus for credit card theft and the com-
mensurate personal risk this may entail.

We posit that this will begin to be seen across do-
mains involving devices throughout people’s lives. 
Health, transportation, social engagement, entertain-
ment, and work: all of these domains may be instru-
mented and exploited.

Attacking the Smart Citizens of the Smart City.

This is a consequence of the interactive nature of 
the smart systems we hope to introduce into our lives. 
Think of the mischief. Think of the misery. Therefore, 
as in other aspects of our lives, people need to be pre-
pared for their own guardian roles in the safe deploy-
ment of these technologies throughout our world. The 
understanding of interaction among various elements 
of information exchange is mandatory. In Figure 
5-2, some of the nodes involved in such information  
exchange are highlighted.
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Figure 5-2.  Exchange Nodes of Activities 
and Services.

We look at these vulnerabilities and map them to 
standard crimes that, in the past, required a physical 
presence and risk for the perpetrator.

1. Murder, Aggravated Assault.

Causing the death or physical injury of another, 
absent justification, is a crime in all systems of crimi-
nal law. Simple elements are the act that causes death 
or injury, the intent to commit that act, and the result-
ing death or injury. The highest penalty is for a death 
that was intended and accomplished.

One of the first proof of concepts relating to the use 
of instrumented and interconnected devices was that 
of the hacked operating system for a personal insu-
lin pump via its Bluetooth port. Demonstrated by Jay 
Radcliffe at the 2013 Black Hat conference, one com-
mentator observed that the more disturbing aspects of 
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this were the significant lack of both security controls 
and incentives for manufacturers to properly secure 
their systems.9

More recently, security researchers Charlie Miller 
and Chris Valasek demonstrated the control takeover 
of a 2014 Jeep Cherokee, shutting off the engine, dis-
abling the brakes, and turning the steering wheel.10 
Given the number of deaths caused by defective floor 
mat/accelerator combinations and effective ignition 
switches causing some airbags to fail during crashes, 
the murder and mayhem that would follow from this 
kind of attack could be significant.

The motives for such actions are the same as with  
any other crimes of violence. Jealousy, envy, and ha-
tred, all of which play a role in criminal conduct, can 
now be enhanced through the use of these new tech-
nological tools.

2. Assault, Stalking, Harassment, Sexual Assault, Invasion 
of Privacy.

Stalking and harassment were given new exten-
sions with the development of information technolo-
gies and the Internet. Facebook page harassment, use 
of systems to track people, and text messages or emails 
with vile content have all been used in this context.

However, the intensive penetration of our lives 
by more technology creates even more opportunities. 
Invasive monitoring of webcams unbeknownst to a 
homeowner, or the placement of hidden webcams can 
radically change the dimensions of voyeurism. The 
ability to capture extensive video and then to publish 
it online around the world deeply expands the dam-
age done by such conduct.
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At the other end of the spectrum are new oppor-
tunities for malicious mischief and vandalism, simply 
inflicting misery on others because it can be done. 
Much of this kind of malicious behavior, representing 
some of the earliest illegal behavior with the dawn of 
the Internet, can now find its way into all manner of 
small torments. The kitchen, for example, offers a host 
of opportunities. The Internet toaster can now always 
burn the toast. The Internet refrigerator can defrost or 
spoil a week’s worth of food. The Internet stove can 
be manipulated to ruin breakfast, lunch, and dinner. 
Security and practices are needed to prevent this.

3. Burglary, Theft.

Lastly, we have to consider the way that the physi-
cal security systems of our families, homes, transpor-
tation, and businesses might be configured within this 
interconnected environment. Should we rely on these 
electronic security systems, which seem to offer so 
much? If so, we may also face a common vulnerability 
base that may allow physical injury in all spaces and 
the theft of the things within them. Indeed, used with 
the monitoring systems themselves, it may inform the 
criminals both of the goods available and the location  
of the people who might otherwise complicate a theft 
and deter its execution, or themselves become targets 
of physical attack.

Fighting the Attacks: Application of Criminological 
Theory.

We look at these vulnerabilities to give body to the 
problems faced by these new and amazing systems 
that do not consider security as a primary function 
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simply because that is not the designers’ forte. These 
new systems are meant to do something good, and the 
exploitation of them by bad people is an afterthought. 
Given the expanse of these vulnerabilities, and how it 
may allow for an expansion of those vulnerabilities to 
affect our own physical safety, we need to integrate 
security and security practices now, as we have done 
with the traditional aspects of our lives.

It is valuable to look at the application of modern 
criminological theory in this technical space. These 
theories help identify potential perpetrators. How-
ever, they can also help identify vulnerabilities in the 
human factor and ways in which systems may be best 
configured to reduce exploitation. Whether it is gen-
eral strain theory, social control theory, routine activi-
ties theory, or other theoretical models that define the 
space for criminal conduct and public security, these 
models should be examined and mapped into the con-
duct that will be beneficial in both the smart city and 
the IoT, and identify potential risk from those that will 
harm others.

Routine Activity Theory posits the benefits of both 
a suitable guardian and the hardening of an available 
target. These can be strengthened by practices shifted 
to the private and public realms, just as the IoT/smart 
cities paradigm shifts to these realms. Strain Theory 
examines elements that both heighten the risk of devi-
ant behavior (particularly insiders), as well as the risk 
of victimization (either individually or as a member of 
an organization opening a door to an attacker). Social 
Control Theory examines related and complementary 
factors that, again, can have an impact both on devi-
ant attacks and the heightened risk of victimization. 
Displacement theory addresses how the “hardening” 
of one class of potential targets/victims may simply 
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lead to victimization of other targets, a special con-
cern for the target-rich environment of technologically  
advanced polities like the smart city. 

These and other aspects of criminology may take 
these information security issues and map them to 
programs that have successfully reduced crime and 
victimization in the traditional world. They may serve 
as models for enhanced security within the smart city 
and the IoT in private life. These do presuppose a gen-
eral security regime in place on core systems, itself 
questionable in some political environments.

Possible Responses: Initiatives that Reflect New 
Practices.

New possibilities for effective responses in public/
information security can be seen in two initiatives by 
a global nongovernmental organization (NGO) that 
focuses on worldwide economic prosperity and secu-
rity. These examples, initiatives of the World Econom-
ic Forum (WEF), demonstrate both the imaginative 
possibilities for new and effective systems of security 
as well as critical importance of this for the economic 
health of the world’s economies. Conversely, failure 
of such an information security regime has the poten-
tial for economic damage and concurrent misery for 
the targeted populations.

Cyber-Hygiene.

People build wealth, but in the cyber realm, indi-
viduals are vulnerabilities for the total system. Smart 
cities will depend on smart systems, and smart sys-
tems will depend on informed formulation, respon-
sive management, and efficient implementation. This 
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applies to public safety systems, education systems, 
and, increasingly, information and communication 
technology (ICT) systems. In fact, the “smarter” cities 
get, the more ICT systems, through the Internet, will 
insert themselves into other systems. As the IoT be-
comes more ubiquitous, the safety of not only ICT sys-
tems, but also every system that has any kind of con-
nectedness to the web will be in doubt. These are the 
fears of every large organization, from governments 
to corporations. Many of these organizations have de-
cided the best way to protect themselves proactively 
is to institute cyber-hygiene regimes by creating and 
implementing Critical Controls.

Cyber-hygiene can be most clearly explained by 
analogizing it to another critical system for cities: pub-
lic health. While the public becomes glued to television 
(TV) coverage of outbreaks of frightening diseases like 
the plague or Ebola, a vastly larger number are killed 
every year by more outbreaks of mundane diseases 
like malaria or influenza. Straightforward solutions 
that are now thought of as simple, such as washing 
hands or covering the mouth when coughing, can pre-
vent the spread of these diseases and eliminate a huge 
amount of risk, allowing resources to be focused on 
larger, more complex threats. Cyber-hygiene works in 
much the same way—preventative measures can be 
can be taken to mitigate the thousands of everyday 
low-level attacks that cause the vast majority of secu-
rity issues so that resources can be focused on larger, 
more dangerous threats. These measures are known 
as critical controls, a set of actions that are the most 
important things to do first when trying to reduce 
vulnerability and ensure sound cyber-defense. This 
is especially important in the era of the IoT, where 
everything from cars to insulin pumps to lightbulbs 
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are fitted with microchips and connected to the web. 
Technological advances have outpaced their ability 
to be secured, and with ever-increasing hyper-con-
nectedness, there are more fronts than ever before on 
which to attack. More complicated linkages between 
endpoints and central databases have led to attacks in 
areas previously thought safe, or at the very least, un-
necessary to closely guard. The 2015 hacking of a Jeep 
Cherokee proved that linkages in the IoT could be its 
downfall when hackers entered the car’s computer 
through its entertainment system and then gained 
control of steering and braking functions. This is why 
a cyber-hygiene system is so critical to ensure well-
run, cyber-secure smart cities.

Several organizations, including the SANS Tech-
nology Institute and the Council on Cyber Security, 
have created their own set of Critical Security Con-
trols. The challenge, though, is the implementation 
of popular security measures across populations and 
groups, not just by expert organizations. 

Cyber Resilience.

Another initiative that reflects this is the cyber re-
silience effort of the WEF, which, again, is concerned 
with global economic policy that recognizes the criti-
cal nature of cybersecurity in that economy. It argues 
for the need for an integrated approach.11 This recog-
nizes the reality of information security: it will never 
be perfectly secure, no more than banks or levees, and 
recovery planning and execution are essential. 

The WEF recommendations in this space are for the 
private sector, public sector, their collaborative inter-
section, and the academy. They include, even at this 
late date, true awareness, best practices implementa-
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tion, criminal justice engagement, trans-jurisdictional 
collaboration, and continued research on incentive 
factors. As detailed in its policy statements, they cover:

•	 For the private sector:
•	 Join the Partnering for Cyber Resilience ini-

tiative; commit to the Principles
•	 Develop a pervasive culture of cyber aware-

ness and resilience
•	 Commit to responsibility and accountabil-

ity for developing the organization’s level 
of cyber resilience

•	 Promote the spread of best practices 
throughout supply chain

•	 Engage in policy debate, and where pos-
sible, align under common core principles 
and commitments as a first step towards 
harmonizing policy needs

•	 For the public sector:
•	 Work towards a flexible, but harmonized 

criminal justice capabilities framework
•	 Engage private sector and adjacent policy 

domain experts to identify potential unin-
tended consequences of policy develop-
ment in advance

•	 Ensure individual protections and foreign 
jurisdiction counterparts to share lessons 
learned and improve harmonization

•	 For public agencies: join the Partnering for 
Cyber Resilience initiative; commit to the 
Principles (of Cyber Resilience)

•	 For the private and public sectors together:
•	 Commit to develop robust and sustainable 

public-private partnerships for a resilient 
cyber environment, based on clear and  
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mutually agreed assignment of roles and re-
sponsibilities and the principle of account-
ability

•	 Explore the need for the development of a 
cyber-risk market

•	 For academia:
•	 Promote the concept of economics of cyber-

security to non-specialist fields
•	 Advance research on information sharing 

and the link between cyber resilience and 
national competitiveness12

WEF and other public organizations and NGOs 
promote the development of guidelines for policy 
and criminal justice communities. They promote their 
implementation as part of a total security and safety 
regime for the cyber environment.

THE FUTURE ISSUE

We submit that, first and foremost, there is one 
salient issue for the implementation of smart security 
in the smart city. Moreover, that issue is political ac-
countability. All the stresses associated with the im-
plementation of information security in a business are 
present in the political life of the city. However, the 
metrics of success, and the accountability for failure, 
is much more diffuse. If the traffic system fails and 
the city is paralyzed, who will be called to account? 
Elected leaders are in for their terms, so there will 
not be any immediate sanction (absent an impending 
election). Bureaucrats who may be responsible will 
only be held to account if it serves a political purpose, 
from political leaders who may or may not under-
stand enough about these issues even to know whom 
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to hold accountable. Even political leaders concerned 
about the future must balance expenditure for poten-
tial risk management against current demands. This 
all seems to shift the political will to act off to future 
political leaders and future generations.

This future issue is, in fact, a massively complex 
one, particularly given the unique American system 
of federalism and the practices in some states for the 
development of responsibility to local entities. In one 
recent infrastructure failure, a U.S. city switched mu-
nicipal water supply only to find it was now poison-
ing its citizens with metallic lead in the water; yet, no 
political leader has been held to account beyond offer-
ing apologies (with some bureaucrats resigning their 
positions).13 Jurisdictional control of factors within the 
city may lie with multiple political entities at various 
levels, including federal, state, local, and local special-
purpose entities. Some of these have been intention-
ally designed to insulate them from popular political 
will, such as public utilities given appointed boards 
and even limited taxing power. All may be shielded, 
to a greater or lesser degree, by sovereign immunity 
from liability for even significant wrongdoing. There-
fore, when traffic systems fail under a cyberattack 
and people die, there may only be that diffuse, down-
stream political accountability to demand change.

Without the political will to protect the people of 
the smart city, there is not going to be any safety.

CONCLUSION

The smart city absolutely demands smarter secu-
rity, even as we struggle to define what that means. 
The lack of a coherent approach toward the identifica-
tion and remediation of attacks on nodes of security 
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will only mean growth in open targets. The leadership 
of private organizations and NGOs, the academy, 
and core governmental agencies, is vital to build the 
foundations for protection. This must be embraced 
by all the entities and organs of the city. This requires 
a strong political effort to implement and maintain a 
safe and secure smart city—every smart city—before 
things go very, very wrong, and people—men, wom-
en, and children—are hurt by the evil of others who 
exploit the wonders the city can offer.
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CHAPTER 6

ANTICIPATING THE NATURE AND 
LIKELIHOOD OF A CYBERTERROR 

COMMUNITY

Max Kilger

INTRODUCTION1

The evolutionary path of digital technology over 
the past 30 years has brought with it many changes 
in the technical world, including business informa-
tion technology (IT), government infrastructure, and 
military logistics and weaponry. It also has had a pro-
found effect on our social world, including how we 
communicate, exchange information, participate in 
the consumer marketplace, how we earn a living, and 
much more.

When we look more closely, however, we see even 
more profound and unexpected effects of digital tech-
nology in our social world. In particular, one of the 
more interesting consequences of this technological 
progression is the formation of unique social commu-
nities centered on these emerging technologies. This 
chapter examines the mechanisms surrounding the 
appearance of specialized communities, technology-
centered communities specifically, and also inves-
tigates some of the unique characteristics that make 
these subpopulations of special interest to social scien-
tists, as well as policymakers and information security 
professionals.

My thesis suggests that there have been two ma-
jor waves or epochs during this digital revolution that 
are marked by the emergence of a specialized techni-
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cal community. The first specialized community that 
is hypothesized to have emerged is the hacking com-
munity, which can trace its roots to some of the early 
technical pathfinders and early adopters of digital 
technology. The second specialized community is the 
more recent development of a cybercrime community, 
where the lure of significant financial and resource 
gain has banded many individuals together to form 
a very active and quickly evolving community dedi-
cated to the acquisition of financial and other valuable 
assets through illegal or quasi-legal means. Finally, it 
is hypothesized that there is a third specialized tech-
nical community gestating in the digital world—the 
emergence of a cyberterrorist community that em-
braces members who are using digital technology 
to achieve their goals, which may include political,  
social, religious, economic, or cultural objectives.

In this chapter, we will first examine some of the 
theoretical elements and processes involved in the 
emergence of technically oriented communities. It is 
suggested these collections of people are instances of 
social movements that have embedded themselves in 
technologically oriented communities. We then take 
a detailed look at the two currently existing commu-
nities—the hacking and the cybercrime communi-
ties—to examine their nature and how they may have 
emerged. Finally, we turn to investigate the hypoth-
esized emergence of a third community, a cyberterror-
ist community, and suggest what the characteristics 
of such a community might look like, as well as how 
likely it is that this social movement and community 
will emerge.
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TECHNOLOGY-FOCUSED COMMUNITIES AS 
SOCIAL MOVEMENTS

One of the first questions to be asked is if these 
technology-focused communities (e.g., the hack-
ing and cybercrime communities) are actually social 
movements. Charles Tilly defines a social movement 
as follows:

It consists of a sustained challenge to power holders in 
the name of a population living under the jurisdiction 
of those power holders by means of repeated public 
displays of that population’s worthiness, unity, num-
bers, and commitment.2

Each of these communities, it could be argued, like-
ly appears to be a population mounting a sustained 
challenge to power holders, and simple examples can 
provide support for this idea. In the case of the hack-
ing community, one of the main challenges to power 
holders they pose is the idea that information should 
be free and that freedom of information will transform 
society as we know it.

Matthew McCarthy describes the one-sided control 
of information as an instance of the asymmetry of in-
formation, and he performs a traditional social move-
ment framing analysis of two groups, Anonymous 
and WikiLeaks, which are attempting to wrest control 
of information from power holders and restore infor-
mation symmetry by distributing this information to 
all.3 These groups argue that all information should be 
freely available, that the asymmetrical control of in-
formation promotes unequitable control of resources 
and power, and that their actions are worthy of sup-
port by society in general. 
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The phrase “We are legion” is a phrase that is often 
uttered by a number of members in various groups 
within the hacking community, in particular by hack-
tivists, when responding to public statements concern-
ing their actions or the nature of their hacktivist group. 
This statement finds its roots in a statement found in 
the New Testament of the Christian Bible, and it is said 
to have been uttered by Jesus Christ when asked his 
name and he replied, “My name is Legion, for we are 
many.”4 This suggests that the hacking community’s 
desire is to communicate the fact that there are a large 
number of members that comprise their community, 
in line with Tilly’s definition of social movement.

The characteristics of unity and commitment can 
be found within the hacking community in a number 
of examples. Organizations such as the Free Software 
Foundation, and the public portions of the software 
development website GitHub, provide developers 
with development tools, software depositories, and 
collaboration space for the development and distribu-
tion of millions of lines of code belonging to free and 
open source software without charge.5 Hacking con-
ferences such as DEF CON in Las Vegas, CanSecWest 
in Vancover, BruCon in Brussels, and Hack in the Box 
in Malaysia provide meeting places where hacker col-
laborators that have been working long distance can 
meet up with their colleagues and other members of 
the hacking community to share code, stories, food, 
alcohol, and otherwise strengthen their social bonds 
and ties.

In the case of the cybercrime community, the argu-
ment is a bit more complex. While both the hacking 
community and the cybercrime community contain 
members who commit illegal acts in the digital world, 
members of the cybercrime community are almost 
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entirely, by definition, involved solely in the pursuit 
and perpetration of acts of illegal online behavior, 
which are often virtual counterparts of traditional 
crimes such as theft, counterfeiting, burglary, and ex-
tortion. Members of the hacking community, on the 
other hand, often commit some of the same illegal acts 
that cybercrime community members do, such as un-
authorized access to computer systems, but generally 
refrain from committing most of the financially moti-
vated digital analogues of real-world crimes.

It can be argued, however, that the cybercrime 
community may be held out as an example of a social 
movement as defined by Tilly. The power holders in 
the case of the cybercrime community turn out often 
to be multi-national corporations who hold and wield 
disproportionate amounts of financial assets or intel-
lectual property. Even though many cybercriminals 
focus on financial crimes such as stealing and using 
financial instruments such as credit cards, financial 
credentials, and other financial instruments that of-
ten belong to an individual, the true victim in the end 
turns out to be the large multi-national financial in-
stitutions who must make up the losses to individual 
consumers and clients as well as bear the burden of 
the costs of the crime. Thus, it could be claimed that 
their cause is worthy because they are redistributing 
wealth that is being held by large national corpora-
tions; or alternatively, some may use the not necessar-
ily true but often expressed idea that the crime is be-
ing committed against multi-national organizations, 
and therefore there are no real victims, as a means 
of providing a purpose worthy of support from the 
larger population.

In terms of Tilly’s social movement characteristics 
regarding the number of individuals who would clas-
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sify themselves as members of the cybercrime com-
munity, it is difficult to determine how many there 
actually are, given the pressure from both national 
and international law enforcement organizations to 
shut down their enterprises and arrest their members. 
However, it could be possible to substitute the consid-
erable financial losses attributed to cybercrime as one 
proxy measure of the size, and more importantly the 
impact, of the cybercrime community. For example, 
the Center for International Studies estimates that 
the total global loss due to cybercrime in 2014 was  
approximately $400 billion.6

As for Tilly’s concepts of unity and commitment, 
there are several examples that may help substanti-
ate the case for the existence of a cybercrime commu-
nity. Thomas Holt describes in detail the dynamics of 
cybercrime marketplaces.7 These marketplaces often 
show organizational sophistication where cybercrimi-
nals band together to offer guarantor services for the 
exchange of money for products and services such 
as stolen credit cards, financial credentials, malware, 
spam and phishing services, and Denial of Service 
(DoS) attack services, among others. There are also 
reputational mechanisms put in place by the cyber-
criminal community so that customers have confi-
dence they will receive the products and services they 
have purchased. These reputational services also as-
sist in providing vetting obstacles so members of the 
cybercrime community are less likely to admit an 
undercover law enforcement officer to their forum. 
There appears to be an uncommon unity among on-
line thieves and criminals that is often lacking in more 
traditional crime scenarios, with the possible excep-
tion of organized crime entities.
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Given that the evidence and discussion above may 
lead one to provisionally accept the idea that the hack-
ing and cybercrime communities are each a special in-
stance of an online social movement, then the question 
is how to approach the analysis of these social move-
ments in relation to the potential formation of a cyber-
terror community. Theories of social movements can 
broadly be categorized into one of four frameworks: 
political analysis, frame analysis, resource mobiliza-
tion theory, and new social movement theory.8 For the 
purposes of this discussion, a variant of the new social 
movement theory will be applied to the examination 
of the hacking community, the cybercrime commu-
nity, and the conjectured emergence of a cyberterror 
community.

New social movement theory emerged in the 1960s 
and focuses upon issues of identity, equality, direct 
participation, and democracy as outlined by Noriko 
Hara and Bi-Yun Huang.9 This theory provides unique 
utility in explaining the role of information and com-
munication technology (ICT) in social movements, a 
particularly useful characteristic given the technologi-
cal nature of the communities and social movements 
under study. The next section lays out one particular 
variation of new social movement theory, as devel-
oped by Hara and Huang, that we will apply to our 
analysis of the hacking and cybercrime communities 
as well as to the likelihood and nature of the emer-
gence of a cyberterror community.

INFORMATION AND COMMUNICATION 
TECHNOLOGIES AND SOCIAL MOVEMENTS

The adoption of ICTs by social movements has had 
a profound effect on many dimensions and character-
istics of social movements, including modes of com-
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munication, the formation and maintenance of collec-
tive identity, and methods of mobilization. Hara and 
Huang provide a comprehensive look at online social 
movements and define their use of ICTs in five differ-
ent dimensions. The first dimension is the use of ICTs 
as a source of resources. These resources might include 
financial resources, the ability to communicate and 
disseminate information, and the ability to coordinate 
the involvement of members of the movement. ICTs 
can often facilitate a rather effective fundraising effort 
on a much broader and indeed global scale compared 
to traditional fund raising channels. 

Secondly, Hara and Huang identify ICTs as oper-
ating as a framing function as defined in traditional 
social movement theory. Social movements can frame 
and define the collective understanding that their 
movement represents. It can also help individuals 
involved in the movement frame and associate their 
individual experiences within this larger collective 
understanding. This framing process can in turn facili-
tate the mobilization of collective action. For example, 
Noriko Hara and Zilia Estrada have examined how 
communication channels such as websites and email 
have the ability to mobilize both members of the social 
movement as well as those individuals that may not 
formally identify with the movement.10

The third dimension proposed by Hara and Huang 
is the use of ICTs in supporting collective identity. 
Collective identity is a key component of social move-
ments that has received considerable theoretical atten-
tion by social movement theorists. Identification with a 
social movement provides its members with a sense of 
collective identity that can be shared with other mem-
bers of the movement. It also serves as a catalyst for 
mobilization that allows members of the movement to 
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identify other members so that they may coordinate 
actions and share the execution of tasks that contrib-
ute to the central cause of the social movement. The 
use of symbols that represent the social movement on 
websites and in online videos can contribute to this 
sense of collective identity.

Hara and Huang identify the fourth dimension as 
the role that ICTs play in the mobilization of members 
of the social movement. A social movement may uti-
lize email, Twitter, and short message service (SMS) 
texts that contain messages and identity symbols of 
the social movement that can be utilized to reinforce 
the legitimacy and “rightness” of mobilization direc-
tions and actions in real time to individuals who are 
participating in actions being coordinated under the 
auspices of the social movement. Members of a social 
movement may also utilize websites and other ICT 
channels to persuade others who are not members of 
the movement that the objectives of the movement 
are worthwhile. ICTs also play an important role in 
mobilizing members of its social movement and com-
munity into direct action. The speed and ubiquity of 
digital communications means that members can be 
mobilized very quickly, and those mobilization efforts 
can be deployed from anywhere there is a connection 
to a widespread digital network like the Internet.

The fifth and final dimension that characterizes 
ICTs in their role in social movements, as proposed by 
Hara and Huang, is that of providing a virtual space 
within which the social movement can conduct its ac-
tivities. Unlike traditional, historical social movement 
actions, many of the actions that ICT involved social 
movements conduct can occur virtually in the digital 
world. That is, while ICTs are often utilized in coor-
dinating efforts to mobilize members for movement 
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organized activities in a particular geolocation such 
as happened in the Arab Spring, ICTs often provide a 
digital space that can be used by movement members 
to virtually assemble as well as serve as a launching 
platform from which digital actions promoting the 
cause of the movement can be launched.11 Similarly, 
this virtual, digital space can serve as the environ-
ment from which to initiate actions against persons 
and organizations that stand opposed to the causes 
and objectives of the social movement. These actions 
might include email campaigns, social media posts on 
Facebook, Twitter feeds, and blog posts that carry the 
messages of the social movement.

All of the previous discussion up to this point has 
framed ICTs mainly as a communications channel for 
distributing the cause, objectives, and messages of the 
social movement, whether for the purposes of gener-
ating solidarity among the members of the movement, 
mobilizing members for a particular action, targeting 
specific non-member individuals or organizations 
with specific messages, or exposing the general public 
to the movement’s core goals along with appeals to 
action, whether to contribute funds to the movement, 
or join them in their cause.

However, the hacking and cybercriminal commu-
nities as social movements under investigation are 
different in terms of the relationship of technology to 
the movement. That is, while the nature of the rela-
tionship between ICT and social movement dimen-
sions outlined by Hara and Huang are undoubtedly at 
work in both of these communities, technology plays 
a much more central role in these movements than 
might be found in other more typical social move-
ments under study. Technology is in fact embedded 
in the core framework of these communities and the 
social movements they represent. 
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In the case of the hacking community, their very 
reason for existence can be traced to the development 
of new digital technologies. Without the innovations 
that have heralded the evolution of the digital revo-
lution, the emergence of a hacking community might 
have been in very grave doubt. Similarly, without 
the digital tools to create and deploy malware along 
digital networks, the emergence of a cybercrime com-
munity and social movement would not have taken 
place. Therefore, in our examination of the emergence, 
transformation, and maturing of both the hacking and 
cybercrime communities, we may need to extend and 
stretch the analytical platform provided by Hara and 
Huang in order to provide a more comprehensive pic-
ture of their respective social movements. In addition, 
a few liberties may need to be taken with this theo-
retical platform when examining the likelihood and 
nature of the emergence of a cyberterror community 
and its associated social movement.

The following sections examine the two technol-
ogy-focused communities, and accompanying social 
movements formally labeled as the hacking commu-
nity and the cybercrime community, through the the-
oretical lens of Hara and Huang. In addition, it is hy-
pothesized that the cybercrime community is a social 
movement spin-off of the temporally prior hacking 
community and its associated social movement. After 
examining the nature of the cybercrime community, 
attention will be turned to the idea that a cyberterror 
social movement will arise as a spin-off movement 
of the cybercrime movement, and a cyberterror com-
munity will form. This examination will explore the 
intertwining of ICTs and the potential emergence of a 
cyberterror collective, as well as speculate on the like-
lihood of this event occurring.
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Epoch 1: Information Communication Technologies 
and the Hacking Community.

The origins of the computer hacking community 
can be traced back to at least the early 1960s; one of 
the most unique things about the community and so-
cial movement is that the community itself was, and 
still is, the primary source for the emergence of new 
ICTs. That is, rather than having to depend upon ex-
isting technologies for internal communication among 
its members, external communications toward non-
members, and society in general, the hacking commu-
nity has the skills, expertise, and cultural motivation 
to develop new ICTs to fulfill whatever need arises. 
When it was necessary to communicate securely 
amongst themselves, the community developed se-
cure encryption technologies such as Pretty Good Pri-
vacy (PGP), which in turn spawned secure communi-
cations such as hushmail and many other encrypted 
forms of communication and data storage.12 Similarly, 
when the need emerged to be able to solicit funds, as 
well as securely and covertly move financial assets 
from place to place or group to group, they developed 
anonymous currencies such as Bitcoin to accomplish 
this task.13 Also significant was the development of 
data and code transport systems early on to be able to 
share with other members of the community as well as 
collaborate on large collections of computer code, the 
primary raison d’être for the social movement itself.

ICTs also play a crucial role in frame alignment 
processes of the hacking community. David Snow and 
his colleagues describe one type of frame alignment in 
the form of frame bridging, which is: 
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At this level of analysis, frame bridging involves the 
linkage of an SMO [social movement organization] 
with what McCarthy (1986) has referred to as unmo-
bilized sentiment pools or public opinion preference 
clusters. These sentiment pools refer to aggregates of 
individuals who share common grievances and attri-
butional orientations, but who lack the organizational 
base for expressing their discontents and for acting in 
pursuit of their interests.14

In this case, ICTs play the important role of reach-
ing out to individuals who do not consider themselves 
part of the hacking community but share their goals 
and values and, in particular, some portion of their 
skills and expertise. The possession of skills and ex-
pertise is an important linkage in the frame alignment 
process because of the fact that the hacker community 
is a strong meritocracy, and in order for individuals 
or groups to join the community, they must possess 
and indeed demonstrate skills and expertise in one 
or more technical areas such as coding, operating 
systems, network protocols, information security, or 
other relevant topics.15

Collective identity has been an important issue for 
some time within the hacking community. This com-
munity has been negatively defined for many years 
by members outside of the community, and they have 
often been labeled as deviants or criminals. Self-iden-
tification with a social movement that has been largely 
labeled in such negative terms by the larger society 
poses some significant challenges, not only in the abil-
ity to attract new members into the community, but 
also by impairing the ability of already existing mem-
bers to attract resources and even appear in public 
places.

There has been considerable interpersonal, inter-
group, and intra-community conflict over the use of 
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the term hacker as a self-identifying label. A signifi-
cant portion of this conflict is due to the nature of the 
hacking community as a strong meritocracy, and due 
to the lack of bandwidth of various ICT technologies 
to convey verbal and nonverbal cues that would al-
low members of the community to resolve these status 
based skirmishes. It has been suggested that the vari-
ous methods by which members of the hacking com-
munity communicate, such as email, Internet Relay 
Chat (IRC), blogs, and even video chats, completely 
either block or substantially degrade the verbal and 
nonverbal cues that are often necessary for individu-
als to resolve status conflicts.16

When individuals identify themselves with the 
hacking community and social movement, this is in 
fact a formal claim of competence and expertise in one 
of the previously mentioned technical areas of digital 
computing or networking. If this occurs over ICT com-
munication channels, it is difficult for the self-identi-
fying individual or group to provide traceable or be-
lievable evidence of their competence. Related to this 
idea is the conjecture that hacker conventions serve a 
vital function in that they allow individuals from the 
hacker community to interact face-to-face where there 
is ample opportunity for verbal and nonverbal cues to 
be exhibited and interpreted by individuals, which in 
turn helps resolve the status ambiguity and reduces 
the conflict experienced within the hacker community 
and social movement.17

Additionally, the ability of ICTs to mobilize the 
members of a social movement or community is a 
critical capability for the hacking community. This is 
particularly true because the members of this commu-
nity are often geographically distant from each other; 
therefore, traditional forms of mobilization for social 
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movements that involve marches, protests, and other 
forms of mobilization are often not logistically feasible 
for these members. ICTs for the most part function as 
a mobilization channel for the social movement in 
terms of rallying its members to virtual or online ac-
tions, particularly where more traditional methods 
involve propinquity. 

This rallying process may take the form of posting 
statements on blogs and forums that support the par-
ticular action that the community has adopted for the 
cause. It might also appear as a virtual or digital attack 
on another organization. This virtual attack might take 
the form of a website defacement or something more 
serious such as the compromise of data servers for the 
organization, and the exfiltration and publication of 
damaging or embarrassing information. It might also 
take another more positive path, such as writing soft-
ware that allows individuals in countries with repres-
sive regimes the ability to surf the web without fear of 
being identified and punished.18

ICTs provided the hacking community and social 
movement with its own virtual space within which 
to exist. It is important to note here again that for the 
hacking movement, ICTs are not just communication 
channels, funding sources, and mobilization path-
ways, but they are the very environment that allow the 
hacking community and its members to exist. With-
out this digital environment, the hacking movement 
and its associated community would likely not have 
emerged and proceeded to persist over the past few 
decades. It is the home environment for these entities, 
and without it, these communities might not exist.

Finally, there comes the concept of social move-
ment spin-offs. The hacker community and its asso-
ciated social movement have been in existence for 5 
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decades, and it is still a very strong community with 
a large number of members. However, over the years, 
this social movement has changed in many ways, and 
in some respect, it is very different from its humble 
beginnings in largely academic and university circles. 
Some of this change is posited to have occurred due 
to the influx of money and commercialization of the 
community’s virtual environment, in particular the 
Internet. The social structure for the hacking commu-
nity for two distinct times, 1994 and 2003, has been 
mapped out; it  has been hypothesized that the decline 
in the incidence of key social structure dimensions 
within the community, such as status, magic/religion, 
and aesthetic, were due to the influx of money and 
commercialization of the products and services that 
members of the hacking community were developing. 
These products and services were being developed 
in the members’ commercial day jobs. That is, often 
projects that they were working on independently as 
members of the community suddenly had become im-
bued with commercial value.19

As these monetarily driven changes in the social 
structure of the hacking community advanced, this 
in turn encouraged the emergence of a spin-off social 
movement from the hacking social movement. This 
spin-off is the cybercrime community and associated 
social movement, that has at its core the principle of 
utilizing ICTs for the direct illegal acquisition of mon-
ey, as well as credentials that lead to other financial 
resources, the illegal acquisition of data, the acquisi-
tion of health records, and other intellectual prop-
erty that can be converted into money through sale 
or extortion. It also led to the rise of services, such as 
Distributed Denial of Service (DDoS) attacks, that can 
be utilized to damage a competitor or force an organi-
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zation to pay to have the attack cease. Similarly, this 
has led to the development of ransomware attacks by 
cybercriminals, where valuable data and servers are 
encrypted and a payment to these criminals must be 
made in order to have the data decrypted. These are 
by no means all of the schemas by which members of 
the cybercrime community acquire financial assets, 
but they are common examples.

Nancy Whittier, in her exposition on the conse-
quences of social movements on each other, describes 
how social movements may spin-off from each other, 
and that this process may not only give rise to move-
ments with similar structures and objectives, but also to 
opposing movements.20 The spinoff of the cybercrime 
movement from the hacker movement is particularly 
notable because, since the early years of the hacking 
movement, there was strong opposition by commu-
nity members to derive money or other financial gain 
through illegal means that were facilitated through ef-
forts, on their part, utilizing their skills and expertise 
in ICTs. Individuals in the hacking community who 
hacked for profit in these early days were ostracized 
and shunned to the point where they were forced to 
seek out others who had similar objectives and moti-
vations. The injection of a multi-dimensional element 
such as money into any social system often changes it 
in powerful and sometimes irreparable ways.21 In the 
next section, Epoch 2, we examine the ICT evolution 
where the rise of the cybercrime community and its 
associated social movement is still steadfastly under-
way.
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Epoch 2: Information and Communication  
Technologies (ICTs) and the Cybercrime  
Community.

ICTs are deeply and permanently integrated into 
the emerging social movement that embraces the 
foundations of cybercrime. These technologies pro-
vide members of the cybercrime movement with the 
ability to accumulate large numbers of financial cre-
dentials and value-laden data as well as intellectual 
property. Just as in the early days of the banking in-
dustry where banks and other financial institutions 
were focal points for the aggregation and accumula-
tion of money, precious metals, and other valuables 
that were attractive targets for traditional criminals, 
ICTs have accumulated these same kinds of assets as 
well as some new types (e.g., Bitcoin) on a scale that is 
magnitudes larger than ever before imagined.

Information and communication technologies have 
also facilitated two important components that have 
served to encourage the rise of the cybercrime commu-
nity. The first is to enable members of this community 
to envision a path to access the financial assets that do 
not depend upon geographical propinquity but rather 
on the skills and expertise of the members themselves 
by traversing complex digital networks that exchange 
data with each other. In particular, the advent of the 
Internet and the inclination of commercial and gov-
ernmental organizations to link their digital networks 
to it have provided members of this social movement 
with an almost unlimited opportunity to obtain these 
assets illegally.

Finally, ICTs have spawned a significant war chest 
of software development tools with which members 
can develop code and tactics that are designed to gain 
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them unauthorized worldwide access to servers hold-
ing financial, health, governmental, and intellectual 
property assets. This access can be gained is through 
a direct attack on the servers themselves, an indirect 
attack through attached networks and servers, or 
through other means such as phishing authentication 
credentials from unsuspecting individuals.

In terms of Hara and Huang’s second criteria of the 
framing function, the primary attractant in encourag-
ing members to join the community is the prospect of 
acquiring significant amounts of money in short peri-
ods of time with a disproportionately small amount 
of effort and investment required. Here, the frame 
alignment problem is more one of often convincing 
individuals who might otherwise be law-abiding citi-
zens to realign their internal value system so that their 
values align with the larger principles of the cyber-
crime social movement and community. In some cas-
es, such as the class of individuals known as money 
mules, it may not be completely clear to the individu-
als that they are participating in a criminal enterprise, 
so there is little frame alignment that needs to be ac-
complished.22 In other scenarios, traditional criminals 
whose value system already significantly aligns with 
the value system of the cybercrime community may 
need very little adjustment to accomplish a shift in 
frame alignment between their current system of val-
ues and that of the cybercrime community. Further, 
it may be the case that some individuals in the hack-
ing community that currently hold the idea of mak-
ing money illicitly through development of malicious 
code repugnant will abandon their membership in the 
hacking community and will instead follow the frame 
alignment path to integrate themselves and their  
actions into the cybercrime community.
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The third dimension of Hara and Huang’s theoret-
ical strategy is detailing how ICTs support collective 
identity. Now, this is an interesting situation in the 
case of the cybercrime social movement. Because the 
primary objective of the community is the commission 
of illegal acts for the purpose of unlawfully gaining 
access to financial and other valuable assets, there is 
some inhibition for publicly identifying with the cy-
bercrime community. While the hacking community 
used to face this in the early days of the movement 
when hackers were universally disparaged as deviant 
actors committing unethical and often illegal acts, in 
recent years members of the hacking social movement 
have gained considerably in their quest for acquiring 
a more positive image. This quest has been enhanced 
by the role that Hollywood has played in reforming 
the image of members of the hacking community in 
movies and television (TV) programs. Thus, the role 
of deviant or criminal has been passed on from the 
hacking community to the cybercrime community.

There is another facet to the collective identity at 
work in the cybercrime community, which is the fa-
miliar one of brand image and promotion. Internally 
among the members of this social movement, there is 
the necessity for actors to portray their products and 
services that are used to gain unauthorized access to 
financial or other valuable assets in a positive light, 
which is very similar to the challenges that legitimate 
businesses must face in promoting a positive image 
of their product or service in order to maintain and 
increase sales of those items.23 In addition, cybercrime 
community members often belong to a specific forum 
or marketplace where there are socialized norms and 
rules in place that protect both buyers and sellers of 
stolen financial credentials.24 Belonging to one of these 
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regulated underground cybercrime marketplaces pro-
vides members of the cybercrime community with a 
collective identity via the marketplace, such that they 
may share in the reputation of that marketplace as be-
ing a place where exchanges of funds for products and 
services are fair and honest.

The collective benefits of Hara and Huang’s fourth 
dimension concerning ICTs and their ability to mobi-
lize members of a social movement can be found in 
the cybercrime community when it comes to norm 
regulation and social control within the community 
itself, and in particular for specific underground 
marketplaces. Criminal marketplaces are somewhat 
unique in that they have to be self-policing—there is 
no option for members of the community to reach out 
to traditional policing forces to help resolve disputes 
and report issues such as fraud on the part of other 
community members or customers. Therefore, as Holt 
has discussed, there are normative orders within the 
cybercrime marketplaces that heavily rely upon com-
munication via ICTs to facilitate things like the trans-
fer of payments through guarantors for products and 
services. In addition, ICTs play an especially critical 
role of social control in the cybercrime marketplaces, 
as individual buyers and sellers often need to acquire 
reputations as reliably transacting honest exchanges. 
Individuals who attempt to cheat others in the cyber-
crime marketplace are known as rippers, and ICTs are 
used in the key role of mobilizing the rest of the com-
munity against these norm violators.

Finally, the fifth dimension in Hara and Huang’s 
schema involves the use of ICTs as a virtual space for 
the social movement. This is probably one of the most 
important functions of ICTs for the cybercrime com-
munity. The community needs a location to establish 
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its marketplace, and rather than a historical real-world 
location such as a souk or town square, the cybercrime 
community uses cyberspace as its covert marketplace. 

Note that not just any spot in cyberspace will do 
for a cybercrime marketplace. Typically, these mar-
ketplaces emerge in what is known as the dark web, 
servers that have their Internet Protocol (IP) addresses 
hidden and are usually reached through various and 
more secure encrypted networks—very typically, Tor 
networks. The issue of course is that these cybercrime 
marketplaces must make some attempt to hide from 
law enforcement as well as the general public—whose 
pursuit and public outcry might add additional pres-
sure to these marketplaces. Therefore, finding one’s 
way to these cybercrime bazaars is a bit more difficult 
than just traditionally surfing the web. At the same 
time, cybercrime community members cannot hide 
their storefronts so effectively that their customers can-
not find them. Often the initial search for a cybercrime 
storefront involves using ICTs to find various lists on 
Reddit or a number of specialized Wiki servers that 
provide lists of websites run by members of the cy-
bercrime community. Without a somewhat protected 
virtual space that provides cybercrime members with 
a partially cloaked marketplace where anonymous 
transactions and payments can be processed via ICTs, 
it is likely that the cybercrime social movement would 
not exist in its current large, robust multi-dimensional 
form.

In summary, as was stated earlier, it is hypoth-
esized that the cybercrime movement and the emer-
gence of a cybercrime community is the result of a 
number of individuals who were originally members 
of the hacking community, but whose motivations for 
malicious online acts evolved into acquiring money 
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and other valuable financial or information-based as-
sets by illicit means.25 However, once the initial core of 
the cybercrime movement was established, it is likely 
that additional members that joined the community 
may have been either marginal members or more 
likely non-members of the hacking community. That 
is, newer members to the cybercrime social movement 
may have joined without having any significant time 
in the hacking community proper.

One of the outstanding questions concerning the 
cybercrime social movement and the cybercrime com-
munity is whether or not this community and social 
movement is here for the long term and is likely to 
grow. Other ICT-based social movements and com-
munities that have emerged from the hacking com-
munity, such as the cyberpunk and cypherpunk com-
munities have risen from the hacker social movement 
proper, but have not flourished or experienced the 
exponential growth in the manner that the cybercrime 
community has. It is likely that the lure of money, as 
well as the ambiguous prospects of being apprehend-
ed, contribute significantly to this noteworthy growth.

Several authors have ventured opinions about the 
resilience of the cybercrime community. Sadia Afroz 
and colleagues suggest that if the marketplaces ob-
serve the practices that: “1) have easy/cheap commu-
nity monitoring, 2) show moderate increase in new 
members, 3) do not witness reduced connectivity as 
the network size increases, 4) [limit] privileged access, 
and 5) enforce bans or fines on offending members,” 
that these cybercrime marketplaces and the cyber-
crime community in general will be sustainable.26 

Similarly, Martin Libicki and his colleagues sug-
gest that there will be more targets for the cybercrime 
community as more data becomes digital and connec-
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tivity continues to expand.27 They further suggest a 
turn away from financial and credit card cyber-theft as 
the market becomes flooded and their value decreas-
es, while some experts suggest that intellectual prop-
erty and data breaches will become more popular as 
currencies in the marketplace. They suggest that some 
cybercrime actors will migrate from pure cybercrime 
(black areas) to more gray areas where the legality of 
the acquisition and exchange of commodities is more 
in question rather than strictly illegal. They also sug-
gest that “hacking has become little league: everyone 
starts out early, and spends a lot of time doing it.”28

Overall, it is likely that the cybercrime social move-
ment and community are here for the long term, as 
was the hacking community in the previous epoch. It 
should be noted, however, that it is expected that this 
community will change significantly over time and 
that it will likely encourage further theoretical and 
empirical investigation by social scientists and infor-
mation security professionals to build a more compre-
hensive understanding of this community and where 
its future may lie.

Epoch 3: Information Communication Technologies 
and the Cyberterror Community.

The final section in this chapter revolves around the 
idea that the major third epoch to emerge as a result of 
the synergy between ICTs and social forces in play in-
volves the appearance of a social movement centered 
around cyberterrorism as well as the emergence of a 
cyberterror community. The previous discussions re-
garding the emergence of the hacking movement (see 
Epoch 1) and the cybercrime movement (see Epoch 2) 
were useful not only to examine the historical context 
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from which this social movement might arise but it 
also provides the opportunity to apply some theo-
retical structure to these communities to better under-
stand them.

In addition, the application of Hara and Huang’s 
theoretical notions about the interplay between ICTs 
and social movements to these communities in a way 
builds a theoretical “plank” from which to walk out 
over the abyss that represents the paucity of research 
and discussion about the possibilities of the emer-
gence of a cyberterror community in the literature. 
We will use Hara and Huang’s theoretical structural 
“skeleton” and rely on it for support to fill in the skel-
eton with conjectures about the nature of an emerging 
cyberterror social movement and its associated com-
munity. We will also use Dorothy Denning’s defini-
tion to minimize confusion for the reader about what 
constitutes cyberterrorism.29 Her definition of cyber-
terrorism is generally understood to mean unlawful 
attacks and threats of attack against computers, net-
works, and the information stored therein when done 
to intimidate or coerce a government or its people in 
furtherance of political or social objectives. Further, 
to qualify as cyberterrorism, an attack should result 
in violence against persons or property, or at least 
cause enough harm to generate fear. Attacks that lead 
to death or bodily injury, explosions, plane crashes, 
water contamination, or severe economic loss would 
be examples. Serious attacks against critical infra-
structures could be acts of cyberterrorism, depending 
on their impact. Attacks that disrupt nonessential ser-
vices or that are mainly a costly nuisance would not.

Hara and Huang’s first dimension looks at ICTs 
as a resource for the social movement. As one might 
expect, ICTs provide a fertile ground for communi-
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cations among cyberterrorists, and social network 
analysis can be applied by researchers and informa-
tion security professionals to provide information 
about the members and nature of the cyberterrorist 
network.30 ICTs also provide cyberterrorists with cod-
ing and programming resources to develop malware, 
exploits, rootkits, and other pieces of code that will 
be deployed in a cyberattack on a prospective target. 
ICTs also provide the access necessary for cyberter-
rorists to reach their targets. Unlike traditional terror-
ism, where physical proximity is generally necessary 
to successfully deploy an attack, cyberterror attacks 
can originate from anywhere on the globe against a 
target anywhere else in the world. Although the In-
ternet is typically utilized as a channel for a cyberat-
tack, this does not necessarily have to be the case; as 
can be witnessed by the success of the Stuxnet attack, 
which would qualify by Denning’s definition as a ter-
rorist attack on a segment of Iran’s infrastructure. This 
attack was reportedly accomplished when a thumb 
drive was inserted into a computer somewhere inside 
the Iranian uranium centrifuge facility.

In terms of Hara and Huang’s ICT framing dimen-
sion, for a number of years ICTs have functioned as 
frame alignment mechanisms for the traditional ter-
rorist community when used to radicalize and recruit 
non-members into their social movement.31 Although, 
some researchers suggest that the lack of verbal and 
nonverbal cues in computer mediated communica-
tions lowers the level of trust, and thus makes recruit-
ment of terrorists via the Internet more difficult.32 
However, it would seem likely that recruitment into 
a cyberterrorist social movement would be less diffi-
cult than it would be for recruitment into a traditional 
terrorist organization. Individuals with the specific 
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coding, information security, operating systems, and 
digital networking skills necessary to develop code 
that would be used in a cyberattack are already com-
fortable communicating and developing trust rela-
tionships through ICTs. 

In addition, non-members are also likely to have an 
online presence that will make discovery and contact 
by cyberterrorist members easier by utilizing websites 
that promote and nurture radicalization. This method 
is another way that both cyberterrorists as well as tra-
ditional terrorists execute frame alignment processes 
in the pathway toward recruitment of a non-member 
into a terrorist or cyberterrorist movement.

The frame alignment process for moving non-
members along the path to membership in a cyber-
terrorist social movement and community may also 
be influenced by environmental factors. It has been 
argued that ICTs may have fundamentally changed 
the power relationship between nation-states and in-
dividuals. That is, utilizing ICTs, for the first time in 
history, may allow an individual to effectively attack a 
nation-state. The environmental factors influenced by 
ICTs that may lead individuals to become “civilian cy-
ber warriors” include: the relatively low risk of appre-
hension; the high probability of success of the attack; 
the large magnitude of damage that may be inflicted 
against targets, such as critical infrastructure, and the 
low investment in hardware, software, or effort neces-
sary to execute the attack.33

Hara and Huang’s third dimension revolves 
around the use of ICTs to support and enhance collec-
tive identities for social movements. As we have seen 
in the hacker community, collective identity is an im-
portant element of a hacking group’s make up. Often 
there is some symbol, such as the man with the top 
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hat for the LULZSEC group or the Guy Fawkes mask 
for the Anonymous hacktivist group. Traditional ter-
rorist groups often have logos or icons that identify 
the group and individual members of the group, and 
when they feel safe, members of traditional terrorist 
groups will often identify with their extremist group 
using these symbols.

Collective identity can also be a powerful motiva-
tor for individuals who are susceptible to recruitment 
when their primary motivation is to feel like they 
belong to a group or cause of importance. Given the 
propensity for groups in the hacker social movement 
to encourage collective identity through a shared 
community symbol, it is likely that an emerging cy-
berterror social movement and the members of that 
community will develop iconic images so that mem-
bers will have strong feelings of identification with 
the cyberterror movement. These iconic symbols may 
make effective markers for identifying an emerging 
cyberterrorist community for law enforcement and 
intelligence agencies.

ICTs will also be very useful in mobilizing mem-
bers of the social movement, as described by Hara 
and Huang. This may be particularly true when the 
situation calls for synchronizing multiple cyberattack 
efforts among distinct team members of the cyberter-
ror movement. It may also be the case that mobiliza-
tion of the cyberterror community might take place in 
response to a concerted effort or specific nation-state 
campaign against a specific ethnic group, country, or 
even against the cyberterror community as a whole. 
As the cyberterror movement grows, mobilization of 
this community against external cyberattack may be-
come a more large scale event, and there is the pos-
sibility that the cyberterror movement might develop 
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advance plans to be activated in the event of attack by 
one or more nation-states or security services.	

It should also be noted that the scope of motiva-
tions for members of the cyberterror social movement 
might potentially be much more varied than the tra-
ditional geopolitical motivations assigned to terrorist 
groups. It may be the case that a cyberterror act could 
be defined as an instance of a malicious online act; 
so any of the six traditional motivations for a mali-
cious online attack normally applied to members of 
the hacking community may also apply to members 
of the cyberterror community.34 This could consider-
ably enlarge the scope of reasons for a cyberattack as 
well as the size of the pool of individuals who might 
be motivated to pursue such an attack. As an example, 
in a recent study by Holt and his colleagues, it was 
discovered that between one and two percent of the 
study respondents were willing to inflict a serious 
cyberattack on either a foreign country or their own 
homeland in response to actions by that nation-state 
that harmed their fellow citizens.35

The final dimension that Hara and Huang utilize 
in their schema is that of the nature of ICTs operating 
as a virtual space or environment for cyberattacks. If 
you look at this idea from the perspective of a mem-
ber of the cyberterror community, it can be seen that 
most or all of the actions that the cyberattacker takes 
in preparing and executing the cyberattack typically 
occur within cyberspace. On the other hand, it is likely 
that some of the consequences of the cyberattack may 
occur in the real world, including attacks on electrical 
generators causing explosions, a chemical plant caus-
ing leaks, or radiation leakage from a compromised 
nuclear power plant. This schism or bridge between 
the two worlds, virtual and physical, may have some 
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important consequences for the cyberterror social 
movement. Evidence of physical destruction has a 
much more powerful impact, both on the victims of 
the terrorist attack as well as the perpetrators, than 
might be the case of the consequences of a cyberat-
tack. While traditional terrorists anticipate significant 
physical destruction and loss of life, it is much less 
clear what effect these real-world consequences might 
have on cyberterrorists who are operating almost ex-
clusively in a virtual space.36 Being able to witness the 
physical effects of a cyberattack may encourage or em-
bolden members of the cyberterror community as well 
as generate more widespread and serious fear among 
both the victims of the cyberattack as well as innocent 
bystanders.

Finally, the last segment of this discussion is where 
an estimate of the likelihood of the formation of a cy-
berterror social movement and creation of its associ-
ated community is undertaken. Without the benefit of 
the application of some theoretical structure via Hara 
and Huang and a comparison of the prior epochs and 
their communities, this exercise might be considered 
almost a wild guess. However, having conducted 
some very preliminary examinations of the two prior 
communities through a theoretical lens and projected 
that lens onto a hypothetical third epoch that contains 
a cyberterror community, a little of the “wild” might 
be able to be taken out of that descriptive label. Given 
the reasonable fit of a number of the potential charac-
teristics of a cyberterror movement within the simple 
theoretical structure of Hara and Huang and some of 
the similarities of the cyberterror community in re-
lation to the hacker community in Epoch 1, and to a 
lesser extent to the cybercrime community in Epoch 2, 
the evidence suggests that there is a significant likeli-
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hood that within the next few years we will see the 
emergence of a fledgling cyberterror movement and 
its associated community. It is difficult to determine 
the exact probability of this event occurring, but if 
one were forced to express that probability in terms 
of buckets—low, medium, or high probability of oc-
curring—it is most plausible that this probability lies 
somewhere between the middle of the medium cat-
egory and the bottom of the high category. 

This emergent cyberterror community is likely to 
inherit some of the “deoxyribonucleic acid (DNA)” of 
the cybercrime community; that is, some of the char-
acteristics and elements present in the cybercrime 
community are likely to show up, perhaps in slightly 
altered form, in the emerging cyberterror community. 
Additionally, because the cybercrime community in 
the same manner inherited some of the social structure 
DNA of the hacking community, the cyberterror com-
munity may also be likely to exhibit traces of social 
elements that are present in the hacking community. 
If a cyberterror community should emerge, which it 
seems is likely to happen, it will be interesting to note 
which of these inherited elements will surface in this 
spin-off social movement. It remains to be seen what 
the future holds for the phenomenon of cyberterror.
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CHAPTER 7

SMART GRID VULNERABILITY ASSESSMENT 
USING NATIONAL TESTBED NETWORKS

Ihab Darwish
Obinna Igbe

Tarek Saadawi

OVERVIEW1

Security is an essential way to promote safety, 
protection, and data privacy. Security in critical in-
frastructure is about making data available only to 
authorized and authenticated users and ensuring the 
reliability of a system’s operation with confidentiality 
and integrity. It is a balance between having the right 
mix of policies, strategies, and tools to secure the en-
vironment. In this chapter, we will discuss the smart  
grid as part of the critical infrastructure of the energy 
sector, and we will assess various smart grid vulner-
abilities and provide a better understanding of the 
threats associated with them. Using the Defense Tech-
nology Experimental Research (DETER) Laboratory 
network testbed environment, we will perform cyber-
attack scenarios and evaluate various vulnerabilities 
of smart grid protocols.2 A defense-in-depth security 
approach is highly recommended as a requirement for 
Critical Infrastructure Protection (CIP) along with the 
need to ensure protection is enforced in all layers.

INTRODUCTION

Today’s critical infrastructure involves both physi-
cal and cyber components, integrated using legacy 
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systems and new technologies working together over 
a Transmission Control Protocol/Internet Protocol 
(TCP/IP) platform. Legacy supervisory control and 
data acquisition (SCADA) systems were initially de-
signed to be isolated systems that had both dedicated 
and separate communication links and, therefore, 
physical and cybersecurity threats were never consid-
ered to be an issue.3 High availability, controllability, 
and maintainability requirements of today’s systems 
demand a much higher level of communication to ex-
ist among various smart grid automation components, 
like Intelligent Electronic Devices (IEDs).4 Specifically, 
IEDs are designed to automate protection, control, 
monitoring, and metering of the smart grid systems 
in both peer-to-peer and client server implementation 
that communicate directly to SCADA supervisory and 
control systems.

Security, especially data integrity, in communica-
tion protocols is one of the most challenging research 
areas involving smart grids. Communication is not 
just about data transfer; it is about ensuring accuracy, 
integrity, and confidentiality to critical data. Smart 
grid systems are complex environments that facili-
tate an improved and an efficient two-way path of 
communication and power-handling capabilities (see 
Figure 7-1). This involves up-to-date technologies in 
areas such as power, communication, and renewable 
energy resources in order to achieve highly secure, 
reliable, economic, and environmentally friendly elec-
tric power systems.5
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Figure 7-1.  Smart Grid Layers.

Several standards were developed over the years 
to provide communication within SCADA, such as 
MODBUS, Distributed Network protocol (DNP3), 
Process Field Bus (PROFIBUS), Inter-Control Center 
Communication protocol (ICCP), and the latest, the 
International Electrotechnical Commission 61850 (IEC 
61850). DNP3, as our main focus in this research, is 
an Institute of Electrical and Electronics Engineers 
(IEEE)-1815 standard, and it is the primary protocol 
being deployed in smart grid systems and other util-
ity providers.6 It is considered to be the predominant 
SCADA protocol in the U.S. energy sector.

DNP3 is a reliable and efficient protocol operating 
in critical infrastructure environments, and it is used 
in the delivery of measurement data from an outsta-
tion or client located in the field to the master or server 
located at the control center. Therefore, it is very criti-
cal to study the protocol’s behavior and its application 
in real-time implementation. According to “A Taxono-
my of Attacks on the DNP3 Protocol,” many deficien-
cies and vulnerabilities were identified in DNP3, in-
cluding 28 generic attacks.7 In our recent research, we 
modeled smart grid technology experimentally and 
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theoretically to evaluate specific cybersecurity threats 
on DNP3; specifically, Man-in-the-Middle (MITM) at-
tacks were explored and modeled using game theory 
analysis and techniques to provide an understanding 
of both detection and mitigation strategies.8 Related 
SCADA attacks were also studied using different 
techniques, including fault trees, attack trees, and risk 
analysis that provided a more theoretical approach as 
opposed to our method that is more specific to DNP3 
and based on experimental results to complement the 
conceptual analysis.9 

The delivery of measurement data from an out-
station or slave located in the field to a utility mas-
ter operating in the control center is one activity that 
is established when control requests are made from 
the master to outstations by an operator or by using 
an automated process. Time synchronization, file  
transfer, and other related tasks between the master 
and the outstation occur and, therefore, it is very criti-
cal to study its behavior and application in real-time  
implementation.

Our approach consists of performing three pri-
mary tasks, starting with identification and testing of 
potential vulnerabilities associated with smart grid 
implementations involving DNP3. We will use smart 
grid testbed experiments on virtualization environ-
ments to analyze vulnerabilities and perform penetra-
tion testing using various types of attacks, including 
MITM, to identify possible threats associated with 
the smart grid. Ultimately, the use of an intrusion 
detection system (IDS) will be necessary to identify 
attackers targeting different parts of the smart grid 
infrastructure, and mitigation strategies will ensure a 
healthy check of the network.
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Our research will have four primary objectives as 
follows:

•	 Review the critical infrastructure related to the 
energy sector and the smart grid technology.

•	 Assess security policies and strategies in the 
smart grid including the defense-in-depth  
security model.

•	 Evaluate smart grid threats, vulnerabilities and 
risk management, and mitigation strategies.

•	 Assess vulnerabilities and threats in DNP3 
based smart grid infrastructures and perform 
attack experiments to show vulnerabilities us-
ing DETER as an example of the national test-
bed environment.10

Section two of this chapter will discuss critical 
infrastructures and smart grid technology. Security 
policies and procedures will be presented in section 
three. Overview of vulnerabilities and threats will be 
highlighted in section four, and examples of national 
testbed environments will follow in section five. In 
section six, we will demonstrate DNP3 attack experi-
ments using DETER, followed by our conclusion.

CRITICAL INFRASTRUCTURE

Critical infrastructure is a collection of systems 
and assets both tangible and non-tangible that pro-
vide critical services to the nation (see Figure 7-2), and 
its protection must be addressed to ensure reliability 
and continuity to vital services in the health, energy 
transportation and other sectors. In this chapter, we 
will address the energy sector and evaluate the secu-
rity aspects in electrical smart grids. 
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Figure 7-2.  Critical Infrastructure—Energy Sector.

According to the U.S. Department of Homeland 
Security (DHS), more than 80% of the U.S. energy in-
frastructure is owned and operated by private sectors 
providing different kinds of energy sources including 
electricity, petroleum, and natural gas to households 
and businesses.11 There are more than 6,400 power 
plants, 30,000 substations, and 200,000 miles of trans-
mission lines in the nation. Vulnerabilities in this 
sector exist that demand the proper balance between 
using security protection technologies and enforcing 
security policies and procedures to protect nationwide 
assets. Reliability and business continuity is necessary 
for critical infrastructure implementations and, hence, 
cybersecurity is an essential aspect of this protection.
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What is Smart Grid?

Smart grid was initiated by the National Institute 
of Standards and Technology (NIST), according to the 
American Recovery and Reinvestment Act (ARRA) in 
2009, in order to establish intelligence and interoper-
ability that incorporates smart technologies with vari-
ous electricity distribution facilities and systems in 
order to improve the reliability of the grids.12

Smart grid is a collection of micro-grids intercon-
nected and linked to the SCADA operating at the 
control center. Figure 7-3 depicts a smart grid where 
each micro-grid has the capability of operating inde-
pendently or as part of the smart grid. Disconnection 
and micro-grid isolation is possible in case of hazards 
or blackout. Several measurement areas can be per-
formed in each micro-grid, including power condi-
tioning, time synchronization, validation, metering 
and others.

Figure 7-3.  Critical Infrastructure—Smart Grid.
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Smart grid systems are complex environments that 
facilitate an improved and an efficient two-way path 
of communication and power handling capabilities. 
This involves up to date technologies in areas such 
as power, communication, and renewable energy re-
sources in order to achieve a highly secure, reliable, 
economic, and environmentally friendly electric pow-
er system. Smart grid as a critical infrastructure in-
volves the deployment of smart meters at the remote 
sites connected via wireless communication and the 
Internet and managed directly by SCADA monitoring 
and control systems.

According to the Energy Sector Specific Plan, 
smart grids were initially modeled by NIST based on 
seven domains including customers, markets, service 
providers, operations, generation, transmission, and 
distribution.13 That is a collection of complex technolo-
gies working together for the purpose of controlling  
demand and supply, managed directly by SCADA.

Smart Grid Communication Protocols.

Smart grid communication infrastructure is a part  
of the energy sector that utilizes many SCADA internal 
and external protocols in delivering control messages 
and monitoring data across different parts of the grid. 
Such data are being transported using one or more of 
the most popular SCADA protocols, including MOD-
BUS, DNP3, and IEC 61850, in addition to the ICCP 
acting as the inter-master communication protocol.

MODBUS Protocol.

MODBUS protocol is an industrial standard that is 
used extensively in SCADA operations and is consid-
ered to be a popular one since its development back in 
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1979. MODBUS protocol has two versions for packet 
transmissions, serial and TCP versions. The protocol 
defines function codes and the encoding scheme for 
transferring data either as single points (1-bit, coils) or 
as 16-bit data registers. This basic data packet is then 
encapsulated according to the protocol specifications 
for MODBUS serial or TCP.

The TCP version of MODBUS follows the Open 
System Interconnection (OSI) model and defines the 
presentation and application layers as a master/slave 
protocol, meaning a device operating as a master will 
poll one or more devices operating as a slave. The 
master will write data to, and read data from, a slave 
device’s registers. A register address or register refer-
ence is always in the context of the slave’s registers.

Distributed Network Protocol (DNP3).

DNP3 is an open standard that can be deployed 
using several topologies, including: point-to-point 
(one master and one outstation or slave), multi-drop 
topology (one or multiple masters and multiple out-
stations), or the hierarchical layout where systems are 
arranged in a tree-like setup and one outstation could 
act as both a slave to a DNP3 master or a master to 
other outstations.14 DNP3 messages can be mapped 
to the upper layers of the OSI model and are based 
on three layers including data link, transport, and  
application layers.

The DNP3 data link frame consists of a fixed size, 
10-byte long header block, block 0, followed by a 282-
byte long data portion that is divided into 16-byte 
blocks, each block ending with two bytes as a cyclic 
redundancy check code. There is 1-byte control field 
in the header.
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International Electrotechnical Commission 61850 
(IEC 61850).

IEC 61850 is one of the most recent protocols with 
the specification for the design and configuration of 
substation automation, and it supports a comprehen-
sive set of substation functions and rich features for 
substation communications. IEC 61850 uses a link-
layer multicasting protocol—known as the Generic 
Object Oriented Substation Events (GOOSE) proto-
col—for transmitting timing-critical messages, such as 
substation events, commands, and alarms, within the 
power substation networks.

Inter-Control Center Communication Protocol 
(ICCP).

ICCP, also known as the standard IEC 60870-6, is 
one of the major smart grid operating protocols used 
to interconnect masters from different micro-grids. 
Figure 7-4 shows a smart grid using an ICCP link be-
tween two masters operating at separate micro-grids.

Figure 7-4.  Smart Grid Communication.
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The Internet paradigm, started in the mid-1990s, 
has played a major role in enabling the convergence 
between the conventional power grid and smart tech-
nologies. Reliable information transfer between smart 
grid components has become important to ensure per-
formance, suitability, interoperability, and security. 
Therefore, we need to ensure smooth flow and secure 
transmission of traffic that will enable applications to 
manage power flow in the smart grid and to balance 
between the generation sources and the demands. Dif-
ferent asset sources and communication protocols are 
very important elements of the smart grid; over the 
years, there has been a tendency to standardize the 
protocols with enhanced security features.

SECURITY POLICIES AND STRATEGIES

A smart grid is comprised of several components, 
including power plant generators, distribution net-
works, micro-grids, Remote Terminal Units (RTUs), 
Programmable Logic Controllers (PLCs), and smart 
meters located in remote areas. Additionally, there are 
control centers that are equipped with monitoring and 
control systems to oversee the entire operation of the 
smart grid. 

Penetration starts with the weak security perim-
eter or layer as an entry point to all other layers (see 
Figure 7-5) in an attempt to reach the most critical part 
of the organization equipped with the highest security 
level. Weaknesses can be attributed to physical, cyber, 
or policy implementation, and attackers usually adopt 
certain penetration strategies when seeking specific 
information.
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Figure 7-5.  Critical Infrastructure Penetration.

Policies and Procedures.

Policies are rules established by organizations 
based on standards that are implemented by adopting 
a set of procedures and guidelines. Security policies in 
critical infrastructure, on the other hand, provide the 
strategy and the governing rules for guidance in pro-
tecting critical infrastructure components and valu-
able assets. The NIST—part of the U.S. Department of 
Commerce—is one of the organizations involved in 
smart grid infrastructure standards and policies. Fig-
ure 7-6 illustrates important organizations involved in 
critical infrastructure and related standards. 
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Figure 7-6.  Critical Infrastructure— 
Related Organizations.

Security policies can be established at the enter-
prise level, and they can be issue-specific and/or 
system-specific policies. Security policies are imple-
mented in order to ensure adherence to standards and 
safety measures, and in order to achieve the intended 
outcomes that are strategically set by the organiza-
tion. Policies must be enforced in the organization, 
and there are several factors that must be considered 
in preparing proper policy:

•	 Policies should be applicable
•	 Polices should be enforced
•	 Empower users for policy adoption
•	 Policy auditing

An implementation of security policies and proce-
dures must take into consideration the current and the 
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future needs of the organization in order to promote 
stability, business continuity, and growth.

Strategies.

Strategy is defined as a set of activities that will be 
executed and aligned with a business’s initiatives. In 
other words, we need to align the strategy with the 
business’s success in order to have a healthy environ-
ment that could lead to growth and sustainability in 
the business. We also need to take into consideration 
the market competition and future growth in a dy-
namic environment and the open infrastructure in 
what is now called the Internet of Things (IoT).15

To address this topic from a cybersecurity prospec-
tive, we need to identify the organizational strategy 
for setting up security policies as well as how much 
investment is required to secure the infrastructure. In 
addition, we need to find an indication measure of the 
security using various parameters and baseline indi-
cators to test the security level and its enforcement. 
Several models have been established in collaboration 
between different organizations to enforce security in 
an attempt to reduce risks associated with possible  
incidents on the smart grid. 

In achieving our security goals and objectives, we 
need to have a mix of tools and initiatives in the form 
of policies and strategies to achieve the following:

•	 Adhere to all legal and legislative requirements 
and satisfy the U.S. Government’s mandatory 
information management and security prin-
ciples according to the information standards 
and guidelines.

•	 Develop, document, implement, and review  
information security controls.
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•	 Ensure that smart grid infrastructure and infor-
mation systems operate with a high degree of 
assurance and integrity.

•	 Protect assets and data both physically and log-
ically from unauthorized or inappropriate use, 
accidental or fraudulent modification, and loss.

In pursuing these objectives, a defense-in-depth 
security strategy along with risk management frame-
work and practices could be followed, in addition to 
internationally recognized governance principles and 
an adequate security framework.

The Defense-in-Depth Security Model.

A defense-in-depth security model is an enhanced 
practical strategy for achieving system reliability and 
information accuracy. It is a multilayer approach that 
uses technologies to balance protection, cost, perfor-
mance, and operational capability.16

Protection using a defense-in-depth security mod-
el is handled through the application of multilayers  
of defense mechanisms. With an understanding of the 
organization’s goals, the critical processes supporting 
these goals, and their interrelationships, the control 
structure surrounding the processes can be assessed. 
Controls will generally include both technical and pro-
cess. Figure 7-7 provides a graphical representation of 
the layers of control implemented around a business 
process or key piece of business information, where 
data is the center of action or the core.

Most of today’s organizations have invested in a 
variety of technologies for each layer of the OSI mod-
el, typically beginning with firewalls at the security 
perimeter, automated virus scanning technologies, 
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physical security systems, spyware/adware detection 
software, automated or manual “patch” management, 
and other sophisticated network traffic monitoring 
and tracking tools. Figure 7-7 illustrates the five pri-
mary layers of the Defense-in-Depth Security Model. 
We have extended the model to include two addition-
al foundation layers: Policies and Procedures as the 
first layer and Physical Security as the second layer.

Figure 7-7.  The Defense-in-Depth Security Model.

In recent years, it has become apparent that pe-
rimeter security as a security solution is not enough 
given the emerging trend, such as increased mobil-
ity and use of remote access, and increasing numbers 
of third parties accessing an organization’s data and 
systems; the only effective mechanism for securing 
this information is via a layered defense-in-depth  
approach. 
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Identifying and justifying these types of technolo-
gies is an information technology (IT) manager’s re-
sponsibility, but all managers involved and respon-
sible for information security compliance should be 
kept apprised of the basics of technology so that they 
can participate in decisions about capital investments 
as part of an organizational approach to security man-
agement. Table 7-1 illustrates the different layers and 
the corresponding security device incorporated in 
that layer.

Table 7-1. Extended Defense-in-Depth Security 
Layers.

Layer Defense Mechanism Issues

First Layer •	 Establish security policies
•	 Enforce policies

•	 Organizational awareness 
issues

•	 Policy auditingPolicies and 
Procedures

Second Layer •	 Data centers and equipment 
control

•	 Access control system

•	 Lack of physical security 
in remote locationsPhysical 

Security

Third Layer 
Security 
Perimeter

•	 Firewalls, Virtual Private 
Network (VPN) encryption

•	 Network-based Anti-Virus

•	 Vulnerable to attackers

Fourth Layer •	 Network-based IDS
•	 Vulnerability management 

systems
•	 Network access control and 

User Authentication

•	 Could cause false alarms
•	 Unauthenticated Access 

& ExploitationNetwork 

Fifth Layer •	 Host IDS
•	 Host Anti-Virus

•	 Host based control, but 
limited to each device

•	 New attacks are not 
detected

Host

Sixth Layer •	 Public Key Interface (PKI) and 
Rivest, Shamir, and Adleman 
(RSA) algorithm 

•	 Access Control and 
Authentication

•	 Overhead and slow 
performanceApplications 

Seventh Layer •	 Encryption •	 Good security but subject 
to security policiesData 
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VULNERABILITIES AND THREATS—SECURITY 
CONCERNS

A threat is anything that can cause an interruption 
to network operation or a system’s functionalities and 
can jeopardize its availability. There are different cat-
egories of threats including natural threats like floods, 
earthquakes, storms, and unintentional accident types 
of threats. In addition, there are intentional threats 
that are caused by malicious intent. Each type of these 
threats can be catastrophic to a network. A vulnerabil-
ity, on the other hand, is an open hole or fault suscep-
tible to a threat attributed to intrinsic weakness in the 
design, configuration, or implementation of a network 
or system. Most vulnerabilities can usually be traced 
back to one of three major sources: poor design, poor 
implementation, or poor management.

Many vulnerabilities have been identified in smart 
grids employing SCADA control systems operating 
on different protocols. According to a DHS Indus-
trial Control Systems-Cyber Emergency Response 
Team (ICS-CERT) monitor report, cyberattacks have 
increased from 9 in 2009, to 245 in 2014; and the re-
ported number of incidents affecting various critical 
infrastructure is tabulated in Table 7-2, but the actual 
number could be much higher than what is indicated 
in the table.17
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Table 7-2.  Number of Incidents  
and Vulnerabilities.

In 2014, there were 159 known vulnerabilities in 
the control system, with the majority existing in the 
Energy Sector.

Attack and Penetration Strategy.

Attackers usually follow certain strategy or meth-
odology to perform system attacks against the target 
network or host, similar to what is used by penetra-
tion testers as a sequential attack (see Figure 7-8). The 
steps involved in performing an attack include:

1.	 Reconnaissance or data gathering stage;
2.	 Scanning for potential target(s) and possible 

vulnerabilities;
3.	 Exploiting the vulnerability discovered in step 

2; and,
4.	 Accessing the compromised host through logi-

cal connections.

	

Year Number 
of 
Incidents

% of Incidents 
in Energy 
Sector

Number of 
Vulnerabilities

Threat Activities Vector or 
Examples

2014 245 32% 159 •	Unauthenticated Access 
& Exploitation 

•	Buffer overflow
•	Spear Phishing
•	Network Scanning and 

probing
•	Structured Query 

Language (SQL) Injection
•	Unknown Access Vector 

(almost 50% of the 
cases)

2013 256 59% 187

2012 198 41% 171

2011 140 35% 138



214

Different tools are required in each of the stages 
mentioned above and most of the tools are available 
over the Internet with several unique ones being cus-
tomized to serve a specific purpose. The methodology 
could include searching for vulnerabilities, perform-
ing sequential attacks, building an attack graph, and 
identifying weak points.

Figure 7-8.  Penetration Strategy—Sequential  
Attacks.

Critical Infrastructure Security Concerns.

There are so many critical cybersecurity concerns 
that need to be addressed in critical infrastructure. 
Figure 7-9 shows some of the more pressing issues, 
including backdoors, protocol vulnerabilities, MITM, 
and many others.
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Figure 7-9.  Penetration Strategy—Sequential  
Attacks.

Risk Management.

Risk is the exposure to danger; risk management is 
the process of identifying vulnerabilities to an organi-
zation’s infrastructure and assets in order to prepare 
mitigation strategies to eliminate or reduce the risk.18 
Therefore, risk management starts with risk identifi-
cation to identify, classify, and prioritize threats, then 
moves to risk assessment to identify vulnerabilities 
and finally establish mitigation strategies to reduce or 
control the risk.

Risk is a function of three important variables: 
vulnerability, threat, and impact; and the risk will  
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increase if any of those variables increases.19 There-
fore, in order to minimize the risk we need to know 
our threats in order to provide control measures to 
reduce the probability of having a vulnerability as a 
result of the threat. Figure 7-10 shows our framework 
in addressing risk management, starting with vulner-
ability assessment and followed by threat and impact 
analysis.

Figure 7-10.  Risk Management.

According to the National-Infrastructure-Protection-
Plan (NIPP) and the Energy Sector-Specific Plan (ESSP), 
both address the security and resilience in critical in-
frastructure through collaboration between private, 
non-profit organizations, and other U.S. Government 
sectors.20 Objectives are related to prioritizing goals, 
mitigating risks, measuring progress and adapting to 
environmental changes. Physical, cyber, and human 
are the three elements of a critical infrastructure risk-
management framework, and the framework is based 
on five phases as follows:
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1.	 Set Goals and Objectives
2.	 Identify Infrastructure
3.	 Assess and Analyze Risks
4.	 Implement Risk Management Activities
5.	 Measure Effectiveness

NATIONAL TESTBED ENVIRONMENTS

Testbeds are essential platforms for the rigorous 
and replicable testing of theories, computational tools, 
new technologies, and systems. The testbed provides 
a development environment without the potential 
hazards or consequences present when testing in a 
live production environment. A testbed can be used to 
demonstrate new components or entire systems, and 
can include software and hardware/physical equip-
ment as well as networking components.

With increased smart grid complexity, experimen-
tal studies of large-scale grids are usually not economi-
cally feasible, even for a small micro-grid environment 
with a limited number of distributed energy sources 
and intelligent loads. Only a few testing platforms 
around the world have been established.21 Therefore, 
testbeds, simulation, virtualization, and theoretical 
modeling become powerful and convenient tools in 
this research area. The NIST, in its recent publication, 
listed a number of popular National SCADA Test Bed 
(NSTB) environments in the United States and their 
application in smart grids.22

Several examples of testbeds were created by both 
the government and the private sector, providing a 
natural resource to help improve the protection of 
critical infrastructure, system monitoring, and con-
trol. They provide great benefits to utility providers, 
vendors, and the research and development commu-
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nity for testing all aspects of the infrastructure that can 
speed up the research and development in network-
ing and cybersecurity areas.

National Supervisory Control and Data Acquisition 
(SCADA) Test Bed (NSTB).

Multiple national smart grid laboratories, as part 
of NSTB, include: Idaho National Lab, Sandia Na-
tional Lab, Argome National Lab, Pacific Northeast 
Lab, and Oak Ridge Lab. Working in these testbeds 
will enable us to identify, assess, and mitigate current 
vulnerabilities and develop risk mitigation strategies 
and awareness programs though training.

Smart Grid System Testbed Facility.

The NIST Smart Grid Testbed Facility initiated a 
project to have a total of eight labs supporting dedi-
cated NIST measurement science projects. The labs 
will be interacting with each other using several key 
measurement areas with the objective of accelerating 
the research and development of smart grid standards 
and interoperability with various micro grids.

Defense Technology Experimental Research  
(DETER) Lab Testbed Environment.

DETER lab is a testbed based on Emulab that was 
funded by the National Software Foundation (NSF), 
DHS, and the Defense Advanced Research Projects 
Agency (DARPA), and is designed specifically for 
large-scale cybersecurity projects and research.23 
DETER lab provides an open, remotely accessible, 
shared-network research lab that includes networking 
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resources, computing resources, and an expanding set 
of tools to construct experiments.

One of the primary objectives of setting up a test-
bed is to evaluate security by testing threats and vul-
nerabilities in critical infrastructure. In this chapter, 
DETER is used to demonstrate several attack scenari-
os on smart grids incorporating DNP3 in a master and 
outstation configuration.

ATTACK EXPERIMENTS USING DEFENSE 
TECHNOLOGY EXPERIMENTAL RESEARCH 
(DETER)

In order to demonstrate vulnerabilities in smart 
grids, we will set up a basic grid infrastructure in 
DETER lab. In this section, we will simulate an ex-
periment of the smart grid environment involving one 
master and one outstation or slave (see Figure 7-11) for 
the purpose of investigating important vulnerabilities 
and possible insider attack scenarios using MITM. The 
attacker node is connected to the same network as the 
master and outstation node. 
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Figure 7-11.  Insider Attack Scenario.

The master (M) and the outstation or slave (S) are 
both running an Ubuntu operating system with Open 
DNP3 protocol and are exchanging DNP3 request 
and response packets.24 The attacker node (A) is also 
running Ubuntu, and with the help Ettercap tool, it 
is configured to be in the middle of the communica-
tion between the master and the outstation.25 Now, to 
alter the exchanged packets between the master and 
the outstation, a new tool written in Python program-
ming language was used to enable swift packet modi-
fication. The tool was able to capture only the DNP3  
packets and Wireshark was used to validate this  
process.26
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Attack Setup and Types in Distributed Network 
Protocol (DNP3).

To intercept the DNP3 packets, our first step 
would be to poison the slave and master node’s Ad-
dress Resolution protocol (ARP) cache by adding their 
IP address to Ettercap’s target list for ARP poisoning. 
Several possible attack scenarios are implemented, as 
the following sections will show.

Man-in-the-Middle (MITM) Attack (Sniffing Slave and 
Master Generated Traffic).

MITM attacks can be categorized as network at-
tacks, which can also form the basis for other types 
of attacks. In addition, there are many kinds of MITM 
attacks that exist, but we will be using the one that in-
volves poisoning the ARP cache of the victims called 
ARP spoofing or poisoning. To perform this attack, 
the first requirement will be to have the attacker on 
the same network as the victims. Here, the attacker 
uses Ettercap, a network attack tool, to accomplish 
this attack by running the following code in the at-
tacker node:

sudo ettercap -T -q -i eth3  -M ARP /10.1.1.2/ /10.1.1.3/

Where: 
•	 “–T” option indicates that we intend to run the 

text-only version of Ettercap; 
•	 “–q” means to run in quite mode; 
•	 “-i” specifies the interface to be used (to get this 

interface i.e. eth3, first run the IP route to get 
10.1.1.3); and, 

•	 “-M” indicates that we will be running a MITM 
attack using an ARP poisoning technique. 
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With the above poisoning technique, the IP 10.1.1.2 
and 10.1.1.3 specifies the victims (the master and the 
outstation node in this case). Hence, any traffic passing 
through LAN0 to and from the master or the outsta-
tion node would go through the attacker’s machine. 
Figure 7-12 depicts the MITM attack performed on the 
attacker node (node B) against the victim node (node 
C); the traffic to and from node C passes through 
node B. If this attack is achieved, then the attacker can  
go further to perform other kinds of attacks against 
node C.

Figure 7-12.  Traffic Flow During a  
Man-in-the-Middle (MITM) Attack.

Prior to the attack, Figure 7-13 shows that the traf-
fic from the master or the outstation is not passing 
through the attacker node. The attacker’s (with me-
dia access control [MAC]: 00:15:17:1e:05:2e) screen is 
shown in Figure 7-14 sending the ARP reply to the out-
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station node (IP: 10.1.1.3 and MAC: 00:15:17:1e:03:3e). 
Hence, the outstation node now thinks that the master 
node (IP: 10.1.1.2 and MAC: 00:15:17:1e:03:b0) can be 
reached by the address 00:15:17:1e:05:2e, which is the 
attacker’s physical address. The attacker does a simi-
lar thing to the master node ARP table; this makes the 
master believe that the attacker node is the outstation.

Figure 7-13.  DNP3 Traffic Exchanged between  
Master and Outstation Not Passing Through  
the Attacker Node—Before ARP Poisoning.
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Figure 7-14.  Address Resolution Protocol (ARP) 
Poisoning.

The poisoned ARP table of the outstation is shown 
below:

Before the attack:

user@outstation:~$ arp -a 
attacker-lan0 (10.1.1.7) at 00:15:17:1e:05:2e [ether] on eth1
master-lan0 (10.1.1.2) at 00:15:17:1e:03:b0 [ether] on eth2

After the attack:
		

user@outstation:~$ arp -a 
attacker-lan0 (10.1.1.7) at 00:15:17:1e:05:2e [ether] on eth1
master-lan0 (10.1.1.2) at 00:15:17:1e:05:2e [ether] on eth

Now, Figure 7-15 shows the bandwidth per sec-
ond plotted before, during, and after performing the 
MITM attack. DNP3 traffic is now passing through the 
attacker node.
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Figure 7-15.  Master and Outstation DNP3 Traffic 
Passing Through the Attacker Node During the 

Duration of an MITM Attack.

Blackhole Attack (Packet Drop Attack) and Selective  
Distributed Network Protocol (DNP3) Packets Dropping 
Attack.

A packet drop attack or blackhole attack is con-
sidered to be a type of Denial of Service (DoS) attack 
in which all packets passed through the attacker are 
discarded instead of passing through to reach their 
destination. In a packet-dropping attack, packets are 
routinely and selectively dropped, making them very 
hard to detect and prevent.

If packets are selectively dropped, then this type of 
attack is called a gray-hole attack. To perform this at-
tack, a python script is executed by the attacker node 
after a successful MITM attack. This script contains 
the following lines:

if(ip.src ==’10.1.1.2’ || ip.dst ==’10.1.1.2’):
	 if (ip.proto == TCP && tcp.dst == 20000):
	   drop()
	    print (“DNP3 packet to or from Master node dropped\n”)
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This code tells the attacker‘s interface to drop all 
DNP3 packets to and from the master node. To drop 
the packets to and from the outstation, the following 
lines are used:

	
if(ip.src ==’10.1.1.3’ || ip.dst ==’10.1.1.3’):
	 if (ip.proto == TCP && tcp.dst == 20000):
	 drop()
	 print (“DNP3 packet to or from Outstation node dropped\n”)

The script identifies the DNP3 packets by looking 
for TCP packets that have a port number of 20000, 
which is the DNP3 port number. Figure 7-16 below 
shows the traffic before and after the attack.

Figure 7-16.  The Outstation Node Experiencing a 
Denial of Service (DoS) Attack.

From the Figure 7-16 above, the DNP3 packets (ini-
tial green traffic above the 0 line in the master graph) 
were sent out before the attack. However, during the 
attack, only non-DNP3 related TCP packets were al-
lowed to pass through (the little green traffic above 
the 0 line). The outstation graph shows no response 
was made by the outstation. Notice that after the at-
tack was completed, there was a sharp rise in the out-
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going traffic at the outstation to send all the pending 
updates that occurred during the attack. 

Distributed Network Protocol (DNP3) Packets Modifica-
tion and Injection Attacks. 

To manipulate or modify the DNP3 packets, we 
created a code to:

•	 Capture a packet instance and check the length 
of the TCP before modification;

•	 Replace the contents of the payload with the 
modified one;

•	 Get the new length of the TCP packet, payload 
and compute the difference in length between 
the new and the old;

•	 Set the new IP length field;
•	 Delete both of the IP and TCP checksum fields 

so the Scapy would recalculate this; and finally,
•	 Accept and forward the modified packet.27

To make all the modifications stated in the preceding 
sentence, we push the desired DNP3 payload to our 
attack code using the “nfqueue” python module in 
combination with Linux “iptables” utility that can be 
used to allow or to block incoming or outgoing traffic 
on specific ports. This code also predicts the sequence 
and acknowledgment numbers of the next packet to 
be sent by the victim node(s). This will enable the code 
to hijack the TCP connection later.

In order to inject the modified packet, the pre-
dicted sequence and acknowledgement numbers, as 
explained in the previous paragraph, are used to hi-
jack the TCP connection. Then, Scapy is used to inject 
a malicious TCP packet to the already existing TCP 
connection. Hence, the slave would think that this 
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crafted message came from a legitimate master. The 
test results showed that the attacker, by modifying 
the TCP/IP header and DNP3 messages, was able to 
manipulate, control, and redirect the DNP3 traffic and 
even change the exchanged messages (DNP3 payload) 
between the master station and the outstation.

Cold Restart Attack Example.  When a DNP3 
“Cold Restart” request command is received by the 
outstation and the packet is confirmed to have origi-
nated from the master, the outstation then performs 
a full restart on completion of the communications 
sequence. The outstation will also send a reply to the 
master with the time the outstation is available before 
restart. Figure 7-17 shows an example of this packet 
that was seen by Wireshark.

Figure 7-17.  Response to the Cold Restart Packet.

Figure 7-18 shows the traffic during and after the 
attack. From the outstation graph, we see that after 
receiving the command (the longer blue bump on the 
outstation’s outgoing traffic), the outstation waits for 
65535ms and then performs a full restart. This full re-
start can be seen by the 0 incoming and 0 outgoing 
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traffic in the outstation traffic graph. In addition, given 
the master was not the originator of these commands, 
the master still thinks that the outstation node is on-
line, hence, it will continue to retransmit its previous 
commands before the outstation restarts.

Figure 7-18.  Outstation Restarting After  
Implementing the Cold Restart Command From  

the Attacker.

Unsolicited Messages Attack Example.  Unsolic-
ited messages are considered to be a way the RTU, or 
the outstation, can communicate certain activities or 
events data to the master station without being polled. 
Messages can be in the form of specific readings, warn-
ings, or errors detected by the outstation that need to 
be sent to the master station for further and immedi-
ate actions. These messages are a way to ensure that 
current status is understood by the master station. For 
example, an unsolicited message from the RTU in a 
smart grid environment can be sent to the master, in-
dicating the load’s requirement has decreased, and it 
needs to be changed by the master station to a differ-
ent value, and then the outstation will be expecting to 
receive the control message from the master.
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In the virtualization environment, while normal 
communication is occurring between the master sta-
tion and the outstation exchanging DNP3 messages 
encapsulated in TCP/IP packets, an attack is suc-
cessfully performed to intercept the communication 
by stopping the outstation from sending unsolicited 
messages without affecting the normal communica-
tion behavior. Such an attack can lead to a very di-
sastrous situation if such penetration occurred in the 
smart grid network. Figure 7-19 below shows an ex-
ample of security penetration executed by the attacker 
to intercept the communication channel and to inject 
the malicious payload data without affecting the rest 
of the communication session.

Figure 7-19.  A Cyberattack Scenario—DNP3 
 Unsolicited Message Attack.
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CONCLUSION

In order to minimize the impact of security attacks 
in smart grids as part of the critical infrastructure, 
our goal will be to minimize the frequency in which a 
smart grid is compromised, and to swiftly respond to 
minimize damage when a compromise occurs. There is 
no doubt that establishing a successful security policy 
requires investment. Moreover, the investment must 
take into consideration having the proper mix and 
balance between security products, polices, and strat-
egies so that we can monitor and respond to attacks in 
a timely manner. Effective policies and strategies will 
depend on key performance indicators along with en-
suring that all security layers are secured. In this chap-
ter we modeled smart grid technology using several 
testing platforms including a virtual lab environment 
and DETER in order to evaluate specific cybersecu-
rity threats and vulnerabilities on DNP3 operating 
in SCADA based implementation. We used various 
techniques in our analysis to setup different attack 
scenarios. Our contribution involved understanding 
critical infrastructure, DNP3 vulnerabilities in smart 
grids, and simulation using testbed platforms.
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