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FOREWORD

During a recent address to the National Defense 
University on U.S. counterterrorism strategy, Presi-
dent Barack Obama cautioned that “we must define 
the nature and scope of this struggle, or else it will de-
fine us.” His comments hinted at the dramatic trans-
formations of the U.S. military and national security 
apparatus since September 11, 2001 (9/11). Notable 
among these have been a new operational emphasis 
on the threats posed by nonstate actors and individ-
ual combatants. This trend represents a major shift 
from the Cold War era paradigm focused primarily 
on conventional threats from state-based adversaries. 
This strategic reprioritization has evolved into new 
military doctrines focused on the task of defeating 
networks rather than formations and technical inno-
vations designed for identifying, screening, and tar-
geting individual combatants on the battlefield. This 
operational focus has also made the issue of identity 
central to U.S. national security strategy—whether 
screening individual threats at the borders, segregat-
ing them on the battlefield, or targeting them across 
the spaces in between.

In this monograph, Colonel Glenn Voelz examines 
this defining feature of recent conflicts, specifically the 
doctrinal and technical innovations giving rise to this 
new operational paradigm. He describes the central 
pillars of individualized warfare, including the rise of 
identity-based targeting and the key role of informa-
tion technology in conducting these operations. This 
work contributes to an important dialogue concerning 
lessons learned from a decade of global counterterror-
ism operations and two extended counterinsurgency 
campaigns. It provides a useful case study on wartime 



military innovation by considering the policies and 
strategies that evolved in response to a new and unex-
pected adversary. He concludes this monograph with 
an in-depth discussion covering a range of emerging 
technologies likely to define how this kind of war will 
be waged in the future.

   

   DOUGLAS C. LOVELACE, JR.
   Director
   Strategic Studies Institute and
        U.S. Army War College Press
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SUMMARY

During a decade of global counterterrorism opera-
tions and two extended counterinsurgency campaigns, 
the United States was confronted with a new kind of 
adversary. Without uniforms, flags, and formations, 
the task of identifying and targeting these combat-
ants represented an unprecedented operational chal-
lenge for which Cold War era doctrinal methods were 
largely unsuited. This dilemma became the catalyst 
for a decade of doctrinal, technical, and organizational 
change premised on the central idea that nonstate ac-
tors and individual combatants were a salient national 
security concern and, therefore, legitimate military 
targets. This strategic reprioritization evolved into 
a new model of state warfare centered on the opera-
tional tasks of identifying, screening, and targeting 
individual combatants and defeating their networks.

This mode of warfare has been characterized by 
analytical methods focused on the systematic dis-
aggregation of threats down to the lowest possible 
level—often the individual combatant on the battle-
field. When irregular adversaries could no longer be 
differentiated by uniform or status, identity attributes 
became the new technical signature of battlefield tar-
geting. Biographic, biometric, and forensics data be-
came a critical component of the targeting process. 
The collection and analysis of this data required new 
information management technologies designed to re-
duce anonymity on the battlefield, penetrate complex 
networks, and differentiate friend from foe. This also 
required architectures able to process and communi-
cate identity data across the entire national security 
apparatus.
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This monograph examines the doctrinal, technical, 
and bureaucratic innovations that evolved in response 
to these new operational challenges. It examines the 
transition from a conventionally focused, Cold War-
era targeting process to one optimized for combating 
networks and conducting identity-based targeting. 
It analyzes the policy decisions and strategic choices 
that were the catalysts of this change and concludes 
with an in-depth examination of emerging technolo-
gies that are likely to shape how this mode of warfare 
will be waged in the future.
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THE RISE OF IWAR: 
IDENTITY, INFORMATION, AND  

THE INDIVIDUALIZATION 
OF MODERN WARFARE

Whenever you want to attack an army, besiege a city, 
or kill a person, first you must know the identities of 
their defending generals, their associates, their visi-
tors, their gatekeepers, and their chamberlains . . .

    Sun Tzu, The Art of War1

INTRODUCTION

In late-2014, the United States reached the mile-
stone of the 500th nonbattlefield targeted strike, 
operations that have killed some 3,600 people over 
the last decade.2 Beyond the numbers, this event is 
notable as one example of a new mode of state war-
fare based on military power being applied directly 
against individual combatants rather than formations. 
These so-called “targeted killings” are perhaps the 
most vivid example of the individualization of Ameri-
can warfare. The commander in chief now routinely 
reviews and approves strikes against named com-
batants, a phenomenon “without precedent in presi-
dential history.”3 However, this trend is not limited 
only to high-level counterterrorism efforts. It reflects 
a new strategic calculus that has elevated the status 
of the individual combatant into a foremost concern 
of national security policy and made the targeting of 
these entities a major driver of doctrinal and technical  
innovation on the battlefield.

The attacks of September 11, 2001 (9/11) and two 
extended counterinsurgency campaigns presented the 
United States with adversaries for which it was large-
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ly unprepared. These new opponents did not fight as 
conventional formations or within a clearly defined 
battle space. Rather, they were organized as distrib-
uted networks and small cells, composed of indi-
viduals often indistinguishable from the surrounding 
population. Without uniforms and flags, the task of 
identifying and targeting these entities presented an 
unprecedented operational challenge for which tradi-
tional warfighting approaches were largely unsuited. 
In response, the U.S. national security apparatus em-
barked upon a decade of doctrinal, technical, and or-
ganizational innovation premised on the central idea 
that individual combatants represented a salient na-
tional security concern and legitimate military target. 
Within this new operational paradigm, the identifica-
tion, screening, and targeting of “high-value individu-
als” and their associated networks became the focus of 
a new mode of state warfare—iWar.

THE PILLARS OF IWAR

The rise of iWar is a case study of military innova-
tion centered on the operational task of identifying, 
screening, and targeting individual combatants and 
their networks; iWar is characterized by three distinct 
elements: Individualization, Identity, and Informa-
tion. These pillars provide a conceptual framework 
for analyzing the dramatic changes in doctrine, tech-
nology, and strategic focus that have redefined how 
the United States wages war abroad and protects its 
borders at home.

•  Individualization: Over the last decade, the 
U.S. national security apparatus shifted from 
its traditional focus on conventional military 
adversaries to an emphasis on nonstate threats 
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and opponents fighting as dispersed, highly 
adaptive networks. This reorientation led to the 
adoption of new analytical methods and op-
erational approaches based on the systematic 
disaggregation of threats down to the lowest 
possible level—often the individual combat-
ant. In this mode of warfare, the targeting of 
“high-value individuals” became a paramount 
national security concern and key driver of 
doctrinal and technical innovation on the  
battlefield.

•  Identity: As networked adversaries and indi-
vidual combatants moved to the focal point of 
warfighting and domestic security concerns, 
there was a pressing need to identify and dis-
criminate among these entities. In the age of 
iWar, the opponents were no longer generic 
soldiers who could be differentiated on the 
basis of status or uniform. As the targeting 
process became personalized, new kinds of in-
formation and methods were required which 
included biographic, biometric, and forensics 
data, and the use of network analysis for link-
ing these identities to places, activities, and 
other actors. Identity attributes became the new 
technical signature of battlefield targeting and 
the first line of defense in the “watch listing” 
approach to homeland security.

•  Information: Waging iWar depended upon a 
revolution of information management built 
around technologies designed for differentiat-
ing individual actors on the battlefield and seg-
regating friend from foe. These tasks were un-
like the analytical challenges of industrial age 
warfare and required new tools and methods 
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for collecting, processing, and communicat-
ing identity information across the entire na-
tional security apparatus. The need to identify, 
screen, and target these threats at home and 
abroad made information management and 
data analysis the most important weapons in 
the age of iWar.

These pillars of iWar reflect a new operational 
paradigm that emerged in response to an unexpected 
adversary that fought as networks rather than forma-
tions. These combatants were not easily identifiable 
on the battlefield and used anonymity for operational 
advantage. Their activities were not limited to clearly 
defined battlefields or military targets. These char-
acteristics enabled them to resist an overwhelming 
American advantage in conventional maneuver war-
fare, airpower, and logistics. This dilemma became the 
catalyst for a major reorientation of national security 
strategy based on the need to identify, screen, and tar-
get these individual combatants and their networks.

Within this new paradigm, operational progress 
could not be measured by the destruction of an adver-
sary’s physical infrastructure or control of key terrain. 
This paradox led the United States toward a strategy 
of tactics, one based on the systematic disaggregation 
of threats down to the lowest possible level. This ap-
proach evolved into warfighting methods that turned 
“the fusion of operations and intelligence for the pur-
pose of hunting high-value targets into a high art.”4 In 
the waging of iWar, operational success has been de-
fined by identifying these individual threats around 
the globe, segregating them on the battlefields, screen-
ing them at the borders, and targeting them across the 
spaces in between.
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The tools and methods of iWar did not evolve as a 
result of grand overarching design. Rather, the path-
way of innovation was defined by operational contin-
gency, tactical adaptation, and new strategic priorities 
that emerged in response to an unexpected adversary. 
This led to a decade of significant doctrinal and techni-
cal innovation centered on the task of identifying and 
targeting threats from nonstate actors and individual 
combatants. This spurred an unprecedented revolu-
tion of information management and data sharing 
across the entire national security apparatus. It also 
fed major bureaucratic transformations that gradu-
ally eroded many of the traditional lines separating 
military operations, foreign intelligence activities, and 
domestic security functions. Together, these changes 
reflect a new strategic calculus that has placed threats 
from nonstate actors and individual combatants on 
equal footing with adversarial states as a driver of U.S. 
national security policy and military innovation.

RESEARCH FOCUS

This monograph is structured in two parts. The 
first section examines iWar as a case study of military 
innovation. It traces the course of doctrinal, techno-
logical, and organizational change within the U.S. na-
tional security apparatus in response to a new kind of 
adversary. It analyzes the dynamics of the post-9/11 
security environment, identifying specific policy deci-
sions and strategic choices that became the catalysts 
of change and drivers of innovation. It examines how 
these changes evolved from the very specific opera-
tional challenge of identifying, screening, and target-
ing individual combatants on the battlefield and at the 
borders. Finally, it demonstrates how these changes 
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challenged many of the underlying presumptions 
that have guided the conduct of state warfare in the  
modern age. 

The second part is more technically focused and 
speculative. It continues on the theme of military inno-
vation by considering where current technical trends 
may lead as the United States continues to face threats 
from nonstate adversaries and individual actors. The 
monograph concludes with a scenario-based discus-
sion that examines several emerging technology ar-
eas that may define how iWar is waged in the next  
generation.

THE CATALYSTS OF IWAR

The attacks of 9/11 largely debunked two endur-
ing presumptions concerning the U.S. national secu-
rity strategy of the post-Cold War era. The first was 
the traditional view that a combination of domestic 
social-cultural cohesion, stability among neighbors, 
and maritime separation could isolate the American 
homeland from the worst dangers emanating from 
failed states and transnational terrorism. A second 
presumption was that overwhelming strength in tra-
ditional war-fighting approaches based on maneuver 
warfare and firepower could deter the main threats to 
U.S. national security. However, the rise of al-Qaeda, 
two extended counterinsurgency campaigns, and per-
sistent domestic security threats posed by nonstate ac-
tors served to challenge both of these presumptions.

In the aftermath of 9/11, the intelligence commu-
nity, military, and homeland security entities faced a 
new kind of adversary that did not answer to a sov-
ereign state, wear uniforms, or seek clearly defined 
geopolitical objectives. The nature of such threats had 
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been articulated in various writings during the post-
Cold War transition period, perhaps most prophetical-
ly in John Arquilla and David Ronfeldt’s Networks and 
Netwars. In this work, the authors described nonstate 
actors organized as decentralized hybrid structures, 
engaging in low-intensity conflicts by leveraging doc-
trines and technologies based on network design.5 
Under the guise of “fourth generation warfare,” Wil-
liam Lind, T. X. Hammes, and others foresaw these 
networks and individual actors potentially supplant-
ing the state as drivers of a new global order, an idea 
later sensationalized by Thomas Friedman’s thesis on 
“super empowered individuals.”6 

All of these writers highlighted the fact that com-
bating such adversaries would require that states re-
think doctrines and technologies that were ill-suited 
for operations in a nonlinear battle space dominated 
by networks and information campaigns rather than 
formations and conventional maneuver. They de-
scribed an emerging security environment defined by 
conflicts between state and nonstate actors, or states 
using nonstate actors as proxies.7 The common link 
among these predictions was the fact that these new 
adversaries would be structured as distributed net-
works rather than hierarchies. Conflicts would be 
sub-national or transnational in scope, and operations 
would tend to merge the strategic and tactical levels 
of war. Most importantly, these adversaries would be 
inherently difficult to identify and challenging to tar-
get. Defeating them would require new analytical ap-
proaches, organizational structures, technologies, and 
warfighting strategies. 

Many of the Netwar predictions have since been 
validated by U.S. experience in Iraq and Afghanistan, 
the ongoing campaign against global terrorism, and, 



8

more recently, in so-called “hybrid conflicts” char-
acterized by decentralized and irregular warfighting 
waged by militias rather than professional armies. In 
all of these endeavors, the United States has struggled 
to contain and defeat adversaries operating under an 
organizational logic far different from the highly for-
malized and doctrinally based threats of the Cold War 
era. Instead, these new adversaries have been struc-
turally complex and notably lacking obvious opera-
tional centers of gravity. These entities employ highly 
idiosyncratic tactics and adaptive strategies that have 
been difficult to analyze, template, and counter. Addi-
tionally, they have been particularly adept at exploit-
ing commercial technologies, communications, and 
financial networks to expand influence. In some cases, 
they approach “state-like disruptive capacity” in their 
ability to execute attacks with global impact.

The demands of waging this new kind of war pre-
sented a far different challenge than that of Cold War 
era adversaries. Prior to 9/11, U.S. intelligence meth-
ods still primarily reflected a legacy “order of battle” 
paradigm focused on units, equipment, formations, 
and fixed doctrinal templates. Collection priorities 
were focused on long-term technical analysis of threat 
capabilities and the monitoring of strategic indica-
tions and warnings. However, the U.S. campaigns in 
Iraq and Afghanistan demanded an entirely new ap-
proach with greater emphasis on “human terrain” and 
network analysis. The population centric approaches 
of counterinsurgency required “not only the ability to 
positively identify individuals within the population, 
but also to understand social structure in terms of the 
social relationships among the population.”8 As a re-
sult, the intelligence community and military forces 
underwent a major transformation based on warfight-
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ing theories that placed networks at the center of the 
analytical and operational challenge. This also meant 
that for the first time in modern American warfare, 
the issue of identity became a key data point and an 
operational “signature” that was critical for screening, 
segregating, and targeting individual combatants on 
the battlefield and stopping them at the borders.

iWar as National Security Strategy.

iWar was not born of specific design or as premed-
itated strategy. Instead, it evolved in piecemeal fash-
ion as a result of ad hoc adaptations and incremental 
policy choices in the years following 9/11. The pillars 
of iWar have emerged at the center of the nation’s 
counterterrorism targeting methods, in the warfight-
ing approaches adopted in Iraq and Afghanistan, and 
as the basis of a homeland security strategy built on 
the foundation of identity-based screening.

The Authorization for Use of Military Force  
(AUMF) provided an important initial catalyst for 
iWar in authorizing use of force against “nations, or-
ganizations, or persons,” thus setting the legal prec-
edent for the targeting of individual combatants as 
an element of the nation’s broader counterterrorism 
strategy. This policy choice eventually manifested 
into a strategy of focused counterterrorism raids, 
so-called “targeted killings,” most notably by means 
of drone strikes in Pakistan, Yemen, and Somalia 
against top-tier leadership targets and key opera-
tional figures. This targeting methodology was gradu-
ally refined over time, particularly the shift from ge-
neric, signature-based targeting toward more highly 
focused “personality” strikes against specifically  
named individuals.



10

On the domestic front, the rise of iWar has been 
most evident in the emergence of the “watch listing” 
phenomena and identity-based screening programs 
that have become the central feature of post-9/11 
homeland security strategy. Over the last decade, the 
identities of millions of individuals have been added to 
such watch lists, augmented with detailed biographic 
information, biometric profiles, operational histories, 
and extended networks of associations and contacts. 
These databases have become the informational basis 
of an identity-based screening program designed to 
spotlight individual threats and screen against likely 
risks to transportation networks, critical infrastruc-
ture, and domestic security.

Beyond counterterrorism targeting and homeland 
defense, the iWar paradigm has perhaps been most 
evident in the evolution of military doctrine, tech-
nologies, and warfighting approaches used in Iraq 
and Afghanistan. The population-centric approaches 
and targeting methods that gradually evolved during 
these campaigns were deeply influenced by network 
theory and analytical methods emphasizing the role of 
low-level groups, key influencers, and individual ac-
tors as critical variables in establishing local security. 
This operational focus led to a decade of rapid mili-
tary technology innovation that introduced a range 
of new tools to the battlefield specifically designed to 
support identity management and personality-based 
targeting, including drones, biometrics, forensics, and 
advanced data processing systems. This new para-
digm represented a major reorientation of military 
focus away from conventional warfighting methods 
toward a new model of state warfare centered on the 
identification, screening, and targeting of individual 
combatants.
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iWar as a New Model of State Warfare.

Beyond new technologies and doctrines, the rise of 
iWar represents a profound departure from the foun-
dational presumptions of the Westphalian system that 
has defined the context of state warfare for over 300 
years since the end of the Thirty Years War. This his-
torical moment marked an important transition point 
from the age of private mercenary conflicts toward 
a modern construct of warfare in which combatants 
came to be viewed as instruments of the state, acting 
on behalf of political sovereigns.9 This symbolized a 
“depersonalization” of conflict as soldiers assumed 
collective identity as members of professional armies. 
Jean-Jacques Rousseau’s seminal treatise on political 
power best articulated the significance of this transi-
tion, noting that modern warfare was no longer a: 

relationship between one man and another, but a re-
lationship between one state and another, in which 
individuals are enemies only by accident, not as men, 
nor even as citizens, but as soldiers.10 

This conceptualization provided the intellectual 
foundation for subsequent development of legal 
categorizations governing treatment of prisoners, 
wounded soldiers, civilians on the battlefield, and the 
basis for defining lawful combatency. Thus, under 
the Westphalian construct, soldiers became “generic” 
members of their national armies in terms of legal sta-
tus and appearance. Uniforms emerged to distinguish 
soldiers from civilians and provide the operational 
context for lawful targeting and wartime protections.11 
Within this mode of warfare, combatant privileges, 
obligations, and rules of engagement were no longer 
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linked to individual identity but rather to a soldiers’ 
generic status as the member of a state formation.12 
Over time, this evolved into a normative framework 
governing the conduct of state warfare and conven-
tions of military targeting. 

Since 9/11, this construct has been directly chal-
lenged by a series of U.S. conflicts waged against 
networks rather than nations, with opposing forces 
comprised of “unprivileged enemy belligerents.”13 
In this context the United States has conducted per-
sistent battlefield operations against fighters who are 
legally disqualified from the privileges of combatant 
status as a result of joining or substantially support-
ing nonstate armed groups in the conduct of hostili-
ties. This has created operational ambiguity where the 
traditional logic of status-based targeting no longer 
functions in practice. In its place, the U.S. military has 
evolved toward highly individualized approaches to 
threat assessment and identity-based targeting where 
adversaries are no longer “generic” fighters. 

This new operational paradigm reflects a personal-
ization of warfare where the legitimate use of military 
force has become “tied to quasi-adjudicative judg-
ments about the individual acts and roles of specific 
enemy figures.”14 Targeting is increasingly based on 
an individuated assessment of specific combatants, 
determined through evidentiary analysis and weigh-
ing operational relevance within a larger network 
apparatus. This represents a dramatic transforma-
tion in the targeting criteria applied on the modern 
battlefield. This has also changed how information is 
gathered, analyzed, and used in support of military 
operations, such as the emergence of “evidence-based 
targeting.”15
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The rise of iWar has also challenged another tacit 
norm of the Westphalian construct, specifically the 
general prohibition against direct targeting of po-
litical leadership as a tactic of modern warfare. With 
the rise of professional militaries, political leaders no 
longer led armies directly into battle, thus creating a 
clear differentiation between those who conduct war 
at the policy level versus those who wage it on the 
battlefield.16 The practical implication has been that 
“leadership strikes” against political figures or nonop-
erational targets generally have not evolved as a cen-
tral component of military strategy.17 However, this 
convention has been complicated by the ambiguity 
of distinguishing between operational and “political” 
leadership among nonstate groups. For instance, the 
United States has conducted lethal targeting against 
individuals variously described as religious leaders 
or spokesmen associated with extremist groups on 
the grounds that such individuals provide substan-
tive support for terrorism activity. Yet, conventional 
interpretations of the law of armed conflict generally 
limit targeting to those directly participating in hos-
tilities, while exempting individuals such as religious 
personnel or other civilians functioning in nonop-
erational roles. The iWar paradigm has complicated 
these distinctions, as status-based or functional crite-
ria no longer offer a clear template for targeting these  
individual combatants.

There are also larger policy implications as indi-
vidual combatants rather than conventional forma-
tions become the focus of operational targeting. The 
iWar paradigm has created an arbitrary zone of con-
flict with few discernable geopolitical, jurisdictional, 
or temporal boundaries, a fact tacitly acknowledged 
by successive U.S. administrations.18 As one observer 
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recently noted, a war against a constantly changing 
set of actors, moving freely from place to place and 
from organization to organization, can have no clear-
ly defined “enemy” and does not end with a peace 
treaty.19 Within such a conflict the categories of battle-
field, combatant, and hostilities “no longer have clear 
or stable meaning.”20 This dilemma has been acutely 
demonstrated in the ongoing diplomatic and legal 
controversies surrounding nonbattlefield targeting 
and the issue of indefinite military detention.

Under the Westphalian construct, war termination 
occurs within a recognized framework, negotiated by 
terms of peace, and a normalized process for orderly 
demobilization and repatriation of combatants. How-
ever, campaigns in the age of iWar have not adhered 
to these traditional conventions. These conflicts have 
produced cohorts of wayfarer warriors, eager to apply 
their skills and experience across multiple theaters of 
conflict and acts of terrorism directed outside of recog-
nized combat zones. This situation fundamentally has 
changed the operational significance of identity and 
necessitated strategies based on continuous monitor-
ing of career fighters, both on and off the battlefield. 
Recidivism and a persistent global circulation of fight-
ers have presented an entirely new security dilemma 
for nation-states, one that does not offer any clear 
path toward conventional military victory or orderly  
demobilization of combatants.

This situation reflects what some observers have 
called a hybridization of warfare as military opera-
tions increasingly span a broad spectrum of activities 
existing between the extremes of war and peace. As 
a mode of state conflict, iWar occupies this gray area 
between conventional warfare and law enforcement, 
sharing characteristics of both, yet without the pro-
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cedural norms and clear legal context of either. For 
the United States, this has been characterized by the 
concurrent, and often integrated, use of traditional 
military measures such as kinetic strikes and battle-
field detention, combined with law enforcement-like 
approaches based on evidentiary analysis, arrest, and 
prosecution. These methods evolved largely as a de-
fault solution for waging war across an unbounded 
battle space where “combatants” could be encoun-
tered on a battlefield as well as in an airport boarding 
queue. Indeed, some scholars have observed that this 
new mode of conflict, waged by state armies against 
individual combatants, has no existing legal frame-
work upon which to base lawful targeting decisions.21 
Indeed, the operational trend toward highly personal-
ized, identity-based targeting has challenged many of 
the conventions that have informed the use of military 
force by state powers for generations.

In sum, the rise of iWar represents a new mode of 
state warfare where the threat of individual combat-
ants and networks supplanted conventional forma-
tions at the focal point of national security strategy. 
The next section examines iWar as an example of 
doctrinal innovation and considers how approaches 
to warfighting evolved since 9/11 in response to this 
new kind of adversary.

 
iWar as a Driver of Doctrinal Innovation.

The pillars of the iWar paradigm are clearly vis-
ible through the last decade of doctrinal innovation, 
particularly with regard to U.S. approaches to coun-
terterrorism and counterinsurgency strategies. While 
these missions represent a distinct set of objectives 
and methods, on a conceptual level they share an 
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important commonality in placing networks and in-
dividual actors at the center of the analytical and op-
erational challenge. Examination of this doctrinal pro-
gression is a useful exercise for understanding how 
these concepts evolved over time into the military’s 
institutional thinking. These doctrinal shifts provide 
important perspective into how organizational lead-
ers understood the nature of post-9/11 adversaries 
and the methods needed to defeat them.

Among the early lessons of the campaigns in Iraq 
and Afghanistan was that “conventional warfare ap-
proaches often were ineffective when applied to op-
erations other than major combat, forcing leaders to 
realign the ways and means of achieving effects.”22 
The Army’s recent targeting manual notes how the 
operational focus of conventional warfare “is to find 
and destroy ships, tank formations, or infrastructure.” 
Conversely, the manual observes that, in counterin-
surgency, the most difficult task is simply determining 
who is the enemy.23 Reflecting these new operational 
challenges, a 2007 report by the Defense Science Board 
observed that the task of distinguishing combatant 
identities had become an increasingly important con-
cern on the battlefield, particularly as status-based 
signatures “diminish in incidence and usefulness.”24

These challenges led the U.S. military to undertake 
a decade of major doctrinal change focused on find-
ing better methods for waging war against networks 
rather than formations, and targeting individual com-
batants rather than platforms. Even as U.S. forces em-
braced counterinsurgency theory with emphasis on 
governance and stability measures, much of the day-
to-day operational focus in both Iraq and Afghanistan 
gravitated toward highly refined targeting efforts 
designed to “identify and separate the reconcilables 
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from the irreconcilables.”25 A key component of estab-
lishing local security in these campaigns focused on 
aggressive efforts to identify and segregate key actors 
within insurgent networks, neutralize their networks, 
and conduct kill/capture operations against top-tier 
targets.

The “Find, Fix, Finish, Exploit, Analyze, and Dis-
seminate” (F3EAD) targeting approach evolved as the 
preferred methodology for identifying and engaging 
these high-value individuals (HVI).26 U.S. forces in 
both Iraq and Afghanistan applied the F3EAD process 
with great success against insurgent networks and ter-
rorist cells. In Iraq, these network-based targeting ap-
proaches were used to develop all-source intelligence 
and provide “situational awareness of the local en-
vironment, its social networks, key decision-makers, 
and their motivations.” This approach was perhaps 
most famously applied during the effort to track, tar-
get, and kill terrorist leader Abu Musab al-Zarqawi.27 
In support of future operations, General Stanley 
McChrystal described a tightly integrated operational 
process based on: 

analysts who found the enemy, drone operators who 
fixed the target; combat teams who finished the target 
by capturing or killing him; specialists who exploited 
the intelligence the raid yielded, such as cell phones, 
maps, and detainees; and the intelligence analysts who 
turned this raw information into usable knowledge.28

In Afghanistan, between 2009 and 2011, similar 
approaches were applied in targeting insurgent net-
works, using methods that enabled a five-fold increase 
in focused raids designed to capture or kill individual, 
high-level insurgents.29 Beyond active combatants, 
these methods were also applied for nonkinetic target-
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ing against drug producers and criminal networks as a 
means of undermining financial support to insurgent 
networks. Since then F3EAD has migrated into the 
military’s conventional targeting doctrine and become 
part of the military’s institutional training programs.30

While the F3EAD model was developed specifi-
cally as a process approach for personality-based tar-
geting, it evolved within a larger conceptual frame-
work based on Attack the Network (AtN) theory. AtN 
is a prime example of doctrinal evolution centered 
on micro-level disaggregation of the battlefield and 
network-based analysis in support of targeting. AtN 
emerged originally as an analytical approach for com-
bating improvised explosive device (IED) networks 
and was designed for focused offensive operations 
against complex networks comprised of financiers, 
IED makers, trainers, and supporting infrastructure. 
AtN emphasized the use of specialized intelligence 
resources and analytical methods for identifying 
critical nodes and associational links within an ad-
versary’s network.31 As part of this process, AtN of-
fered a framework sub-categorizing individual actors 
within a tiered schema of target prioritization. For 
example, tier-one targets included top-level leader-
ship, tier-two targets were intermediaries with links 
to facilitators and the population, and tier-three tar-
gets were primarily low-skilled foot soldiers and 
general threats among the population. Variations of 
this basic approach have been applied against a broad 
range of missions, such as tracking Joseph Koni and 
Lord’s Resistance Army elements in Uganda, analyz-
ing the spread of Boko Haram influence in Nigeria, 
and understanding threat finance patterns of narcotics  
traffickers in Latin America.

The development of F3EAD and AtN methods re-
flected the larger theoretical evolution and integration 
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of Social Network Analysis (SNA) into the military’s 
doctrinal cannon. The use of SNA for deconstructing 
the structure of complex networks predates the re-
cent use by the U.S. military with scholarly research 
dating back to the 1960s. Notable among these early 
pioneers was Stanley Milgram’s work on the “small-
world” phenomenon and theories of structural dis-
intermediation describing the dynamics of complex 
social networks.32 More recently, researchers such as 
Duncan Watts broadened the application of network 
theory by demonstrating its relevance to phenomena 
such as disease contagion, consumer behavior, and the 
dynamics of social influence.33 During the 1990s, SNA 
methods came into wider use for law enforcement 
and crime pattern analysis; however, they remained 
somewhat on the margins of military doctrinal think-
ing.34 Admiral Arthur Cebrowski was among the first 
military leaders to apply these concepts directly to 
warfighting strategy in his influential work, Network 
Centric Warfare. He proposed a network-based concept 
of warfare using distributed sensors and precision 
targeting; however, at the time, he did not conceive 
of such methods being used specifically in the con-
text of counterinsurgency or targeting of individual  
combatants.

The attacks of 9/11 became a primary catalyst for 
bringing SNA methods fully into the mainstream pro-
fessional discourse on military strategy and targeting. 
Early works, such as Marc Sageman’s Understanding 
Terror Networks, explicitly applied SNA as a frame-
work for understanding a new kind of adversary. The 
2006 publication of the influential Army counterinsur-
gency manual reflected these influences and brought 
SNA methods fully into the doctrinal cannon.35 John 
Nagl one of the architects of this doctrine, observed 
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that the inclusion of SNA methods played a critical 
role in driving: 

the Army’s intelligence system away from a focus 
on analysis of conventional enemy units toward a 
personality-based understanding of the networks of 
super-empowered individuals . . .36 

The new counterinsurgency manual described 
SNA as “a powerful threat evaluation tool” and intro-
duced a new vocabulary into the military’s operational 
vernacular, including concepts such as core-periphery 
structure, density, centrality, cohesion, clustering, and 
network visualization. These ideas were directly ap-
plied to the task of analyzing terrorist and insurgent 
networks, and identifying key actors and influencers 
on the battlefield.37 The salient idea of applying SNA 
to the targeting process was how the “capture of one 
highly connected insurgent” from within a dense  
insurgent network could help counterinsurgents 
systematically neutralize the larger organizational  
structure.38

Within the context of counterinsurgency and coun-
terterrorism operations, SNA provided the conceptual 
framework for analyzing adversary networks, and 
identifying functional roles, organizational positions, 
and influential actors. At the tactical level, SNA theory 
supported the practical need for conducting “pattern 
of life” analysis and developing associational links 
and activities matrices. This also enabled detailed 
network visualization by identifying key personali-
ties, habits, locations, movement routes, and financial 
transactions down to the level of the individual com-
batant. Such information formed the basis of detailed 
“target information folders,” a preferred method for 
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systematically representing individual nodes in the 
adversary network.

The intelligence products developed from social 
network analysis supported HVI targeting with ac-
tionable information, including detailed physical 
descriptions of individual targets, biographic his-
tories, familial relations, biometric data, cell phone 
numbers, and even car descriptions.39 These methods 
were widely credited as being central to the tactical 
successes achieved during the “surge” period in 2007 
when joint fusion cells applied these techniques “to 
locate, target and kill key individuals” within terrorist 
organizations, insurgent cells, and Shia militias.40 The 
population-centric approaches to counterinsurgency 
and focused counterterrorism efforts placed “identity 
operations” at the center of efforts “to positively iden-
tify, track, characterize, and disrupt threat actors.”41 
SNA-based targeting against high-value individu-
als were also leveraged against facilitation networks 
(finance, recruitment, training, logistics, media, com-
mand, and control) and in support of nonkinetic ac-
tivities such as leaflet drops, “most wanted” posters, 
text messaging campaigns, and tip hotlines, all used 
to create a “spotlight effect” against specific threat  
actors.42

Since the end of combat operations in Iraq and Af-
ghanistan, social network theory has matured more 
fully into a foundational component of doctrinal 
thinking, evident in the most recent versions of the 
Army’s Operations Field Manual, the new doctrinal 
publication for Intelligence Analysis, the Joint Intel-
ligence Preparation of the Operational Environment, 
and the Army’s field manual on Targeting, among 
other sources.43 SNA techniques have also become 
part of the military’s institutional training programs 
and remain widely discussed in professional litera-
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ture relating to the conduct of irregular and hybrid 
warfare, counterterrorism, and stability operations.44

Over the last decade as SNA techniques became 
more integrated into the operational targeting process, 
the military services (primarily the Army and Marine 
Corps) developed more formalized approaches to 
“identity operations.” The Marine Corps has arguably 
been the most forward leaning in terms of institution-
alizing these operational lessons into doctrine.45 This 
strategy focuses on identifying individuals and net-
works seeking to disrupt operations while providing 
tactical commanders with “near real-time information 
to establish the identity, affiliations, and authoriza-
tions of an individual, to scientifically link people, 
places, and events, deny anonymity and freedom of 
movement.”46 The Marine Corps has integrated these 
“identity-based strategies” across the six-phase joint-
campaign planning construct, reflecting the need to 
collect, exploit, and analyze these signatures well in 
advance of operations in order to reduce threat ano-
nymity. This concept was recently codified in U.S. 
Marine Corps Identity Operations (IdOps) Strategy 2020 
that provided a holistic vision and approach for the 
development of IdOps across the range of military  
operations.47

The Department of Defense (DoD) has recently 
introduced a concept for Identity Intelligence (I2) 
into joint doctrine, further refining the methodology 
for personality-based targeting.48 I2 is not an intelli-
gence process per se, but rather the tailored analytical 
products derived from the fusion of identity attributes 
(biologic, biographic, behavioral, and reputational 
information) in the operational planning process. 
I2 integrates several distinct technical functional ar-
eas, including Biometrics Enabled Intelligence (BEI),  
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Forensics Enabled Intelligence, Document and Media 
Exploitation, and other all-source data for the purpose 
of “connecting individuals to other persons, places, 
events, or materials” and analyzing patterns of life.49 
This new doctrine identifies a key role for I2 across a 
wide range of mission areas to positively identify and 
distinguish specific actors on the battlefield. These in-
clude missions such as focused raids, checkpoint and 
area security operations, border control and maritime 
interdiction, force protection, support to host-nation 
rule of law, and analytical tasks requiring detailed 
“human terrain” mapping.

In sum, the security challenges of the last decade 
have clearly highlighted the increasing relevance 
of identity on the modern battlefield. This has been 
demonstrated in the evolution of counterterrorism 
targeting, as well as during counterinsurgency cam-
paigns against irregular forces able to blend in with 
local populations and use anonymity for operational 
advantage. This mode of warfighting represents a sig-
nificant departure from the doctrines of industrial-age 
warfare with its emphasis on large-scale maneuver, 
firepower, and conventional force engagement. This 
change has been reflected in new doctrinal approach-
es emphasizing tools such as SNA and IdOps into the 
planning and targeting process. 

The new doctrines of iWar have been designed 
specifically to meet the challenge of combating net-
worked adversaries and the analytical demands of a 
highly refined targeting process focused on the low-
est common battlefield denominator—the individual 
combatant. As the next section highlights, these ap-
proaches would not have been possible without the 
concurrent development of several key technologies 
that have enabled U.S. forces to collect and analyze 
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large amounts of identity information for screening 
and targeting individual combatants.

iWar as a Driver of Technology Innovation.

Operationalizing the doctrines of iWar depended 
upon the concurrent development of several enabling 
technologies, many of which had not been used on the 
battlefield prior to 9/11. These included innovations 
in persistent surveillance, standoff precision strike, 
biometrics and expeditionary forensics, and advanced 
analytical and information management tools de-
signed for sharing identity data across the entire na-
tional security enterprise. These technologies helped 
to create an informational base layer enabling the “pa-
tient and relentless man-hunting campaign” waged 
by the U.S. military against networked adversaries 
and individual combatants.50 

The adoption of cutting-edge technologies for the 
waging of iWar has largely been consistent with previ-
ous episodes of military innovation defined by a deep-
seated American bias for techno-scientific approaches 
to strategy. Much of the intellectual genealogy for 
iWar can be traced back to concepts formed by post-
World War II era cybernetics and the effort to apply 
engineering and advanced mathematical techniques 
to national security problems.51 Cybernetics provid-
ed the foundational thinking for later evolutions in 
warfighting theory such as network-centric warfare, 
revolution in military affairs (RMA) technologies, 
and effects-based operations.52 The use of quantitative 
data and advanced analytics in support of precision 
targeting has been the consistent theme among the 
evolution of these warfighting theories, including in 
the rise of iWar.
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Similar thinking also influenced America’s last 
experience of waging counterinsurgency during Viet-
nam with the application of scientific tools and quanti-
tative methods that ultimately failed to deliver desired 
strategic outcomes.53 Even amidst this failure, Gen-
eral William Westmoreland and others prophesized a  
future battlefield where: 

enemy forces will be located, tracked, and targeted 
almost instantaneously through the use of data links, 
computer assisted intelligence evaluation, and…with 
surveillance devices that can continually track the  
enemy.54 

Such notions fed much of the thinking on military 
innovation during the 1970s and 1980s which focused 
on creating a precision strike revolution with break-
through technologies in the areas of reconnaissance, 
surveillance, and target acquisition. However, this 
revolution was directed primarily at the operational 
challenges of a Cold War battlefield and conventional 
force engagement. These efforts sought to prove the 
observation of General William E. DePuy, first Com-
mander of the Army’s Training and Doctrine Com-
mand, that “what can be seen, can be hit. What can be 
hit, can be killed.”55

Many of the tools developed during this period 
of technical innovation contributed to the stunning 
results during the first Gulf War. They were applied 
again as part of the initial approach to operations in 
Afghanistan and Iraq based on the presumption that 
“surgical” campaigns would achieve similar strategic 
results without requiring large ground formations and 
lengthy occupations. However, in both campaigns, it 
soon became apparent that the emergence of a new 
kind of adversary would require a different set of tools 
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and methods better suited for analyzing and targeting 
against networks and irregular combatants. This real-
ization marked the beginning of a process to adapt a 
generation of legacy tools and technologies designed 
for the Cold War era to the new demands of fighting 
small cells and individual combatants. This involved 
repurposing existing technologies for new tasks, as 
well as integrating cutting-edge capabilities such as 
drones, biometrics, and expeditionary forensics into 
operational use.

Certainly most visible among these tools has been 
the use of unmanned aerial vehicles, or drones. Prior 
to 9/11, their operational use was limited primarily to 
reconnaissance missions in the Balkans and Afghani-
stan. They were not successfully tested as a weapons 
platform until early-2001, then rapidly adapted to ki-
netic targeting in Afghanistan. Early in the campaign, 
General Tommy Franks called the Predator “my most 
capable sensor in hunting down and killing al Qaeda 
and Taliban leadership.”56 The inventory of these plat-
forms increased 40-fold between 2002 and 2010, with 
dramatic expansion in operational use.57 For example, 
during all of 2007, there was a total of 74 military 
drone strikes in Afghanistan; however, by 2012, that 
number averaged 33 strikes per month.58

Over time, a combination of improved sensors and 
software packages has enabled analysts to “recognize 
and categorize humans and human-made objects,” 
providing unprecedented real-time surveillance and 
detailed granularity for tracking individual combat-
ants.59 Perhaps more significantly has been the de-
gree to which targeted drone strikes “have gone from 
a relative rarity to a relatively common practice” as 
part of U.S. counterterrorism strategy.60 The first ex-
ample of this was the 2001 Predator strike that killed  
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Mohammed Atef, a senior al-Qaeda member linked to 
the 1998 U.S. embassy bombings in Tanzania and Ke-
nya.61 Since then, these strikes have become a key tac-
tic used against al-Qaeda, the Taliban, and affiliated 
groups in Pakistan since 2007, in Yemen since 2009, 
and in Somalia since 2006.62 Unclassified estimates 
suggest that over 98 percent of nonbattlefield targeted 
killings conducted by the United States over the last 
decade have been launched from these platforms.63

While drone warfare has captured the lion’s share 
of public attention, arguably the operationalization of 
biometrics and expeditionary forensics offers a more 
vivid demonstration of how technology trends have 
evolved in support of individualized warfare and 
identity-based targeting. These innovations emerged 
directly from the operational challenges of counter-
insurgency and the need to identify and distinguish 
adversaries from the larger population. This require-
ment led to the rapid development and use of tactical 
biometric systems on the battlefield in both Iraq and 
Afghanistan.64 

As with drone technology, there had been no sig-
nificant operational use of biometrics by the U.S. mili-
tary prior to 9/11. The Army’s biometric development 
program only began in 1999 at the Battle Command 
Battle Laboratory, and by 2001 had produced the first 
iteration of the Biometric Automated Toolset (BAT), 
a multi-modal (fingerprint, iris, and face) system for 
collecting, matching, and storing biometric and per-
sonally identifying information. The technology was 
initially field tested in the Balkans for identifying and 
tracking local national workers accessing U.S. instal-
lations; however, soon after the start of combat opera-
tions in Afghanistan and Iraq, military planners recog-
nized the urgent need for identity management tools 
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on the battlefield. Given early operational challenges, 
DoD quickly recognized biometric identification “as 
a basic warfighting capability, especially when fight-
ing insurgent enemies who hide among the civilian  
populations.”65

The BAT prototype was fielded to Joint Special 
Operations Command in Afghanistan in early-2002 
for enrolling persons of interests. By 2003, it was being 
used in Iraq as well, first at the Abu Ghraib detention 
facility for detainee management and later for biomet-
rically linking detainees to interrogation reporting.66 
BAT was also issued to Marine Corps units and used 
during the resettlement of Fallujah following major 
combat operations in 2004. As residents reentered the 
city, U.S. forces screened and biometrically registered 
all males, collecting names, birth dates, places of birth, 
religious affiliations, height, weight, hair and eye col-
or, fingerprint and iris scans, and digital photographs. 
This data was compared against identities of known 
and suspected insurgents and linked to biometric 
identification cards that were used to monitor the flow 
of male residents into and out of the city.67 A separate 
incident that same month in Mosul starkly demon-
strated the pressing need to verify and track identi-
ties on the battlefield after a military dining facility 
was bombed by an insurgent with access to the base, 
killing 22 people. Identity management tools became 
an operational necessity in an environment where 
an anonymous enemy circulated freely just outside  
the gates.

The operational use of biometrics expanded rap-
idly as the United States shifted toward a population-
central counterinsurgency strategy in Iraq and was a 
critical tool during the “surge” period as one of the 
primary means of separating insurgents from the 
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larger population. Multi-modal or “13-point biomet-
ric” collection (10 fingers, two irises, and one face) be-
came a standard feature of encounters with the local 
population during combat patrols. As the identity da-
tabase grew over time, biometrics, linked with opera-
tional forensics, were used extensively for analyzing 
and penetrating cells employing IEDs against coali-
tion forces. For example, during 2007-08, more than 
1,700 individuals were biometrically linked to forensic 
evidence relating to the manufacture and use of these 
weapons against coalition forces.68 The same year, in-
formation contained in biometric databases revealed 
that numerous Iraqi personnel applying for selection 
into the Iraqi Police Academy had identities matching 
previously-detained terrorists and insurgent suspects, 
and even several individuals with felony records in 
the United States.69 By 2011, at the end of operations 
in Iraq, the United States had compiled a biometric 
database containing some three million files on Iraqi 
citizens.70

Similarly in Afghanistan, over 7,000 biometric col-
lection devices were employed in support of deten-
tion operations, execution of high-risk warrants, and 
targeted raids against named insurgents. Between 
2004 and 2011, U.S. forces made 1.6 million biomet-
ric enrollments on more than 1.1 million individuals 
—roughly equivalent to one of every six fighting-age 
males, and used this data to identify positively more 
than 3,000 enemy combatants.71 This capability was 
particularly important in Afghanistan, a country with 
limited institutional capacity for identity verification; 
few birth certificates, drivers’ licenses, or citizenship 
documents. This situation was exacerbated by an  
active black market in forged identity papers. 
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The integration of BEI into the targeting cycle de-
graded insurgent leadership capability to hide among 
the local population and exposed lower-level cell 
structures. Coalition and Afghan forces also regularly 
employed biometric watch lists and “be on the look-
out” messages which led to the “arrests, warrants, and 
the removal of insurgent anonymity.”72 By the end of 
active combat operations in Afghanistan, the United 
States had placed some 33,000 individuals’ identities 
on the biometrically enabled watch list.73 One vivid 
example demonstrating the power of such informa-
tion came in 2011 after some 500 Taliban prisoners 
escaped from Kandahar’s Sarposa prison. All of the 
detainees had previously undergone biometric enroll-
ment, and within 1 month, some 30 individuals were 
recaptured just as a result of random biometric checks 
in the local area.74 

One outcome of this extensive biometric data col-
lection on the battlefield has been an improved ca-
pability to monitor combatant identities and track 
cases of fighter recidivism. Estimates of recidivism 
rates have been somewhat variable due to the chal-
lenge of verification, classification, and how the term 
“reengagement” is defined; however, there is a gen-
eral acknowledgment that some nontrivial portion 
of released and escaped detainees historically have 
returned to active fighting.75 For example, toward the 
end of U.S. combat operations in Iraq, approximately 
10 percent of all biometric matches made by forensic 
linkage to explosives device materials revealed an as-
sociation with individuals previously released from 
detention. More recently, Abu Bakr al-Baghdadi, the 
“emir” of the Islamic State, emerged as perhaps the 
most famous recidivist. He was originally captured by 
U.S. forces in 2004 near Fallujah and later spent time 
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in U.S. detainment facilities at Camps Bucca and Ad-
der before his release. Separately, a recent Iraqi gov-
ernment report estimated that some 17 of the 25 most 
important Islamic State leaders also spent time in U.S. 
facilities between 2004 and 2011.76 Biometric tech-
nologies have offered one of the few effective means 
of tracking this recidivism and monitoring foreign  
fighter flows through zones of conflict.

Since their introduction in Iraq and Afghanistan, 
biometric technologies have spread to other theaters 
with similar operational challenges of identity veri-
fication, such as counterpiracy operations in East 
Africa.77 As an identity intelligence specialist at the 
Army’s Training and Doctrine Command explained, 
“biometrics puts a uniform on the enemy” and en-
ables the categorization of actors even in the absence 
of traditional status-based signatures.78 Recognizing 
the operational value of this technology, DoD recently 
designated biometrics as a core function and directed 
combatant commands to integrate biometrics into 
mission planning.79 The U.S. Army, in particular, has 
continued pushing for integration of new modalities, 
most recently with the development of Voice Iden-
tity Biometric Exploitation Services (VIBES), a tool for 
standoff voice identification, tracking of high-value 
individuals, and biometrically-enabled network link 
analysis.80 Other efforts include development of new-
er and more portable versions of handheld devices for 
biometric collection, as well as an ongoing upgrade to 
the Automated Biometric Identification System (ABIS) 
database for managing and sharing biometric data 
across the government.81

Expeditionary forensics is another area where a 
new military technology evolved rapidly in response 
to the operational demands of waging iWar. Over 
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the last decade, forensic tools and analysis have been 
central to evidenced based targeting methods to “in-
dividualize, identify, associate, and scientifically link 
people, places, things, intentions, activities, organi-
zations, and events.” In late-2004, U.S. forces in Iraq 
pioneered the use of expeditionary forensics for iden-
tifying IED makers and networks. This began with 
the National Ground Intelligence Center expanding 
the existing capabilities of the Combined Explosives 
Exploitation Cells, primarily focused on the technical 
intelligence and chemical analysis of weapons. 

The forward presence of these labs “greatly in-
creased the qualitative and quantitative capacity of 
U.S. forces to recognize, preserve, and analyze foren-
sic materials in-theater” and support identity-based 
targeting methods against insurgent networks.82 By 
2006, these facilities were employed in both Iraq and 
Afghanistan, including new capabilities for ammuni-
tion, clothing, latent fingerprints, and deoxyribonucle-
ic acid (DNA) analysis, as well as digital media foren-
sics. By 2010, the United States had deployed a total 
of seven such expeditionary laboratories to Iraq and 
eight to Afghanistan.83 During that year alone, they 
enabled operational targeting and capture of over 700 
high-value individuals associated with IED networks, 
suspected terrorists, and other criminal actors.84

Particularly in the case of DNA analysis, prior to 
Iraq and Afghanistan there was very limited opera-
tional use of this technology beyond its traditional role 
supporting criminal investigations. Though highly 
accurate, the existing technologies for DNA analysis 
were slow and expensive, therefore generally limited 
to laboratory use. This situation changed dramatically 
over the last decade with a focused effort by the mili-
tary to modularize these capabilities into mobile labs 
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working in direct support of operational command-
ers. Initially in Iraq, these were used primarily in a 
criminal forensics role for investigating extrajudicial 
killings; however, over time, the mission expanded 
to analysis of samples recovered from torture houses, 
terrorist caches, and identification of high-value indi-
viduals killed or captured during targeted raids. 

By 2008, U.S. forces reportedly had gathered some 
80,000 individual DNA samples in support of military 
law enforcement and intelligence requirements.85 By 
that time, expeditionary labs were capable of process-
ing high-priority samples in less than 24 hours.86 Per-
haps their most famous application came when a U.S. 
military forensics laboratory in Afghanistan analyzed 
DNA from Osama bin Laden’s corpse to confirm his 
identify shortly after the raid by a U.S. Navy Sea, Air, 
Land team in May of 2011.87 More recently, U.S. Special 
Operations forces have been field testing rapid DNA 
readers in forward locations, using commercial devic-
es weighing around 60 pounds that deliver results in 
less than 90 minutes, a significant improvement over 
technologies available just a few years ago.88

Over the last decade, the emerging technologies 
supporting forensic analysis became critical to “evi-
dence-based” targeting approaches used as part of 
counterterrorism and counterinsurgency strategies, 
as well as contributing to stability operations, local 
governance, and reestablishing rule of law. During 
the transition period from combat operations in Iraq 
and Afghanistan, the indigenous criminal justice sys-
tem became the only means of removing insurgents 
and terrorists from the battlefield, and forensic sci-
ence became a primary tool enabling U.S. forces to 
“accurately identify subjects of interest and provide 
irrefutable links to criminal and terrorist activities” 
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in a manner consistent with recognized evidentiary 
standards.89 For example, during 2012, U.S. forces pro-
vided forensic evidentiary analysis in support of some 
120 Afghan court cases linking enemy combatants to 
latent fingerprints and DNA evidence, resulting in a 
97 percent conviction rate in these cases.90 As a practi-
cal matter, this also meant that targeting operations 
frequently were tailored for the specific purpose of 
obtaining evidentiary material in support of criminal 
proceedings and conviction under rules of civil law.91

One study on the use of forensics and biometrics 
during these campaigns noted how these technologies 
directly supported “precise fires to shape the opera-
tional environment, including supply chain interdic-
tion, counterthreat finance operations, information 
operations, cache destruction, and the capture of high-
value individuals.”92 As one example, the U.S. task 
force responsible for detainee operations in Afghani-
stan estimated that some 70 percent of individual tar-
gets captured on the battlefield were identified with 
the help of biometrics and forensics technologies.93 
Separately, a U.S. Government Accountability Office 
study concluded that the conflicts in Iraq and Af-
ghanistan had revolutionized expeditionary forensics, 
specifically the use of latent fingerprints and DNA 
analysis in support of military operations.94

The rapid growth of biometrics, forensics, and 
large amounts of incoming data from persistent sur-
veillance platforms all created a new challenge for 
analysts—specifically the task of sorting through an 
unprecedented amount of battlefield information 
gathered at the tactical level. According to one re-
port, this deluge of sensor data was making it “nearly 
impossible to track and identify suspicious activities 
and potential security threats solely through human 
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analytical processes.”95 A related problem was in pro-
cessing and correlating multiple streams of unstruc-
tured data such as patrol reports, cell phone numbers, 
biographic data, document and media files, biometric 
signatures, and forensic evidence. The enormity of this 
challenge made information management a singularly 
critical task in the waging of iWar. For this reason, the 
development of new tools and methods for organiz-
ing, storing, analyzing, and disseminating this data 
became a major, if underappreciated, achievement of 
military-technical innovation over the last decade.

As U.S. forces began collecting large amounts of 
biometric data on the battlefield, there was an urgent 
need for an authoritative database to process, store, 
and match biometric results. This included the abil-
ity to share identity information between widely dis-
persed tactical forces, as well as among other DoD 
elements, the intelligence community, and domestic 
law enforcement. This led to the initial prototype de-
sign in 2004 for what would eventually become the 
ABIS, the military’s centralized multi-modal biomet-
ric data repository which is able to process, store, and 
produce match results for fingerprint, palm print, iris 
scans, and facial scans from persons of interest. This 
system was designed to support a diverse range of 
operational functions, including detainee operations, 
force protection, counterterrorism screening, special 
operations targeting, and other intelligence require-
ments.96 Importantly, it was structured for the capa-
bility to share data with other DoD, interagency, and 
multinational partners. Following the initial fielding 
of ABIS a Biometrically Enabled Watchlist feature was 
integrated that enabled analysts to highlight person-
of-interest records and provide specific disposition 
instructions for each individual of interest.97
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As DoD began collecting enormous amounts of 
identity data on the battlefield, there was also a need 
for improved processing and analytical capabilities to 
sort through the growing repository data and lever-
age SNA methodologies in support of targeting. This 
led to the adaptation of analytic tools such as Analyst 
Notebook, part of the Distributed Common Ground 
System, and the controversial Palantir platform used 
by military units in Afghanistan and elsewhere. 
Palantir was used for network analysis and data visu-
alization and was based on commercial applications 
originally developed at PayPal for use against cyber-
crime networks and in detecting fraudulent financial 
transactions.98 The software has also been used to 
analyze urban crime patterns, mapping Mexican drug 
cartel activity, and recently for deconstructing a Syr-
ian suicide-bombing network by analyzing hundreds 
of al-Qaeda personnel records captured by U.S. forces 
in Iraq.99 

With the increasing need to identify, track, and tar-
get individuals across the battlefield, other specialized 
tools were developed that more specifically focused 
on identity management and attribute correlation. 
One such application, the Special Operations Forces 
Exploitation portal, was designed for collection, trans-
mission, and enrollment of biometric, forensic, and 
document and media data in support of identity dis-
covery and analysis. Within the Army’s Distributed 
Common Ground System architecture, the Counter-
intelligence and Human Intelligence Automated Re-
porting and Collection Systems is a platform designed 
for managing and analyzing identity based informa-
tion derived from interrogations, biometric collection, 
and document exploitation operations.100 The DoD’s 
Biometrics Identity Intelligence Resource is another 
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tool allowing intelligence specialists to analyze and 
fuse biometrics information stored within ABIS and 
provide this information to the users in the field. This 
includes a capability for correlating identity attributes 
with situational, contextual, and temporal data associ-
ated with biometric collection events.101

The evolution of these systems over the last de-
cade highlights the central importance of informa-
tion management and data analysis to the waging of 
iWar. While originally focused on identity verification 
and force protection, over time these biometric tools 
were adapted for direct support of targeting. Some-
what less recognized has been the degree to which 
these military technologies and methods have been 
integrated into the larger national security enterprise, 
in particular their contribution to the identity-based 
screening approaches that have become the central 
component of how iWar is being waged at home as 
well as abroad. The migration of these tools from the 
battlefield to the home front has been combined with 
an unprecedented expansion of information sharing 
between the military, intelligence, and domestic law 
enforcement communities.

The current effort of tracking and monitoring 
foreign fighters operating in Syria demonstrates the 
degree to which iWar has become a whole-of-govern-
ment enterprise, dependent on data sharing, opera-
tional collaboration, and technical integration across 
the entire national security apparatus. This strategy 
has focused primarily on monitoring, interdicting, and 
investigating potential threats to the homeland, most 
notably through the screening of foreign travelers 
entering at border control points, but also indentifica-
tion of “home grown” extremists potentially affiliated 
with international terrorism. As with military target-
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ing in Iraq and Afghanistan, over the last decade these 
domestic security programs have become increasingly 
intelligence-driven, identity-based, and dependent 
on the use of advanced information management  
technologies.

This first line of homeland defense is comprised of 
a variety of immigration screening programs directed 
primarily at transportation networks and ports of en-
try. Identity management has become the central el-
ement of this risk-based screening process based on 
biographic information and biometric checks of for-
eign travelers seeking to enter the United States. This 
information is held within a network of interoperable 
databases that enable government agents to access 
biographic, biometric, and, in some cases, DNA data, 
held by the Departments of Justice, State, and Defense, 
and the intelligence community.102 Two examples of 
this frontline identity-based screening architecture 
are the Electronic System for Travel Authorization 
(ESTA) and the Visitor and Immigration Status In-
dicator Technology (US-VISIT) Program. ESTA is a 
name-based biographic database used to determine 
traveler eligibility and screen potential risks from 
foreign nationals prior to entering the United States. 
ESTA is complimented by the US-VISIT Program that 
includes multiple databases of biographical and bio-
metric data used to verify identity and cross check 
travelers against national-level watch lists.103

Many of the technologies and methods being ap-
plied against these new homeland security challenges 
evolved in parallel with those employed in Iraq and 
Afghanistan, often sharing the same data on potential 
threats. One notable example is the Federal Bureau of 
Investigation’s (FBI) Next Generation Identification 
(NGI) system, the bureau’s recently updated biometric 
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repository containing over 100 million fingerprint re-
cords and other biometric files.104 This system includes 
a facial recognition pilot project with a capability for 
searching criminal mug shots, as well as planned in-
tegration of palm print, iris, scars, marks, tattoos, and 
latent fingerprints into the searchable national data-
base. Similarly, the Department of Homeland Security 
(DHS) maintains its own automated biometric iden-
tification system (IDENT), a repository of biometric 
and biographic data used for national security, law 
enforcement, immigration, and border management. 
IDENT supports homeland security requirements 
by providing iris and facial matching capabilities to 
the U.S. Border Patrol and other entities. According 
to a recent estimate, IDENT processes some 300,000 
transactions per day, drawing on a database of some 
173 million unique identities.105 This database is also 
linked to the U.S. Coast Guard’s Biometrics at Sea Sys-
tem program that is comprised of portable biometric 
systems deployed on 23 cutters used for identifying 
unknown individuals in the maritime environment, 
including suspected terrorists, criminal suspects, and 
other individuals of interest.106

The analytical power derived from this interagen-
cy data integration was recently demonstrated when 
the FBI identified a masked Islamic State terrorist 
known as “Jihadi John,” who had appeared in videos 
depicting the killing of several hostages, including an 
American citizen. Based on image and voice data, the 
FBI reportedly identified the individual with the as-
sistance of DoD and foreign intelligence partners. The 
FBI’s Assistant Director for the Criminal Justice Infor-
mation Services Division noted that: 

the FBI absolutely could not do its mission if we didn’t 
have interoperability with DHS and interoperability 
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with DOD, because they have holdings in their bio-
metric repositories . . . data that may be a piece that we 
don’t have.107

Department of State and overseas consular officers 
also use similar biometric tools and biographic data-
bases, such as the Consular Consolidated Database 
(CCD) for screening all U.S. visa applicants. In 2001 
the CCD began storing photographs of all visa appli-
cants, and since 2007 has included 10-digit biometric 
fingerprint scans that can be cross-referenced against 
data contained in the DHS, FBI, and DoD systems.108 
This database reportedly contains some 143 million 
biographic records of visa applications dating back to 
the mid-1990s.109 As part of visa processing, consular 
officers are required to check applicant backgrounds 
against the Consular Lookout and Support System 
that lists individuals of concern and those who have 
been previously denied visas. This database contains 
over 42.5 million records, approximately 70 percent of 
which come from other agencies, including DHS, the 
FBI, and the Drug Enforcement Administration.110

All of the major defense, intelligence community, 
and homeland security screening programs are de-
signed to leverage identity information contained in 
the Terrorism Screening Database that is maintained 
by the FBI’s Terrorist Screening Center (TSC). In the 
first 2 years after its inauguration in 2003, the TSC re-
portedly issued some 6,000 alerts to U.S. security ser-
vices based on known terrorist identities or individu-
als suspected of foreign terror connections.111 A recent 
expansion of the architecture now enables an auto-
mated review of all nonimmigrant visa applicants to 
identify any potential terrorism connections contained 
in the Terrorist Identities Datamart Environment 
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(TIDE) and other national databases.112 In some cases, 
this also includes information obtained from foreign 
partners through reciprocal data sharing agreements 
pertaining to lost and stolen passports, reservation 
data, biometric information, and even DNA profiles 
identifying possible connections between known  
terrorists and unknown associates.113 

A separate but integrated database, TIDE, is also 
maintained by the National Counterterrorism Center. 
This dataset includes all-source and classified informa-
tion provided by the FBI, intelligence community, and 
DoD components, and has become the nation’s con-
solidated record for screening, detection, and interdic-
tion of known and suspected terrorists. Extracts from 
the TIDE are used to compile the watch lists for vari-
ous domestic security programs including the Trans-
portation Security Administration’s Secure Flight pro-
gram that vets passenger identities from all in-bound 
and outbound manifests from U.S. airports.114 As of 
the beginning of 2014, TIDE contained record files 
on some 1.1 million individuals.115 According to un-
confirmed press reporting, the database also includes 
some 47,000 identities cross-listed on so-called “no-fly 
lists,” as well as some 860,000 biometric files.116 Dur-
ing the years of active combat operations in Iraq and 
Afghanistan, the U.S. military was the dominant con-
tributor of biometric and identity information into the 
TIDE database; however, unconfirmed press reports 
suggests that the balance has shifted somewhat in re-
cent years as the intelligence community and federal 
and local law enforcement all contribute new identity 
information and provide watch list nominations.117

Similar information architecture has also evolved 
around the collection and storage of DNA data. Tra-
ditionally, this data has been used to support law  
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enforcement investigations; however, it is increas-
ingly being applied to national security, defense, and 
intelligence requirements. A 2007 Defense Science 
Board Task Force on Biometrics described a DoD fo-
rensic counterterrorism concept evolving after 9/11 to 
develop “a secure repository and interactive database, 
which will focus on archiving, retrieving, and inter-
preting bio-molecular data for the identification and 
tracking of terrorist suspects.” Within DoD, the Armed 
Forces DNA Identification Laboratory has maintained 
such a “red force” DNA database, including profiles 
from non-U.S. battlefield detainees, unknown DNA 
gathered as a result of raids, and forensic evidence 
collected at other sensitive sites.118 By 2007, the Joint 
Federal Agencies Intelligence DNA Database report-
edly contained over 15,000 DNA profiles, with twice 
as many samples waiting to be processed. During the 
years of active combat operations in Iraq and Afghani-
stan, DoD was the primary customer for this analysis; 
however, the database has also supported the intelli-
gence community, domestic law enforcement, and FBI 
investigations for counter-IED efforts.119 

The U.S. Army’s Criminal Investigation Labora-
tory (USACIL) also provides DNA data that is entered 
into the FBI’s Combined DNA Index System (CODIS) 
that allows federal, state, and local crime laboratories 
to store, search, and share DNA profiles electronically. 
As of late-2014, the FBI’s CODIS database contained 
over 11 million offender profiles, two million arrestee 
profiles, and nearly 600,000 forensic profiles.120 Inter-
nationally, some 30 countries have similar CODIS-like 
databases, many using compatible technical stan-
dards and formatting making it possible for profiles to 
be compared between national databases.121 USACIL 
also supports the National DNA Index System (part of  
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CODIS) by providing DNA profiles of interest relating 
to law enforcement concerns, detainees and counter-
terrorism identities. However, this database is pre-
dominantly a “blue force” repository for specimens 
used in mortuary affairs and criminal investigations, 
and not sufficiently populated with target profiles to 
make it tactically responsive for operational targeting. 
One program manager described the current process 
for rapid DNA as being “about where fingerprints 
were 10 or 12 years ago.”122

In addition to improved data integration and ana-
lytical tools, other recent advancements have helped 
to make biometric and forensics technologies opera-
tionally viable over the last decade, including minia-
turization and portability of collection devices. The 
prototype U.S. biometric system originally developed 
in 1999 by the Army’s Battle Command Laboratory 
was developed principally for use at fixed facilities to 
manage base access in the Balkans. The original tech-
nology was not highly mobile and lacked real-time 
connectivity to remote servers for data transfer and 
watch list updates. The operational demands encoun-
tered early in Iraq led to efforts to improve miniatur-
ization, portability, and remote connectivity as seen 
in subsequent iterations of the BAT and later in the 
Handheld Interagency Identity Detection Equipment 
system deployed in 2007.

Forensic science followed a similar trajectory with 
the development of self-contained, mobile forensics 
laboratories. These modular and scalable “labs-in-a-
box” were designed specifically for tactical ground 
transport and inter-theater lift with deployed techni-
cians to support forensic analysis at forward locations. 
The labs offered a full range of exploitation capabili-
ties that were generally only available at fixed labora-
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tory facilities prior to 9/11. These new expeditionary 
capabilities included analysis of latent prints, DNA, 
firearms and toolmarks, trace chemicals, and docu-
ment and media exploitation.123 

As these technologies demonstrated their util-
ity for identity-based screening and targeting in Iraq 
and Afghanistan, they began migrating into use for 
domestic law enforcement, immigration, and border 
control functions. For example, the FBI’s new biomet-
ric system has been designed to enhance connectivity 
down to local law enforcement authorities with mo-
bile devices for fingerprint collection and real-time 
feedback on matches against the FBI’s criminal data-
base. Similarly, its Interstate Photo System now uses 
upgraded facial recognition technology for searching 
suspect photos against images for millions of known 
criminal identities.124 The U.S. Customs and Border 
Protection specifically studied lessons learned in Iraq 
and Afghanistan in order to apply similar tools and 
methods for its identity-based screening programs and 
operations at remote locations along the border. This 
led to a program enabling mobile biometric collection 
to have real-time matching against national level data-
bases of criminal and terrorist identities.125 The agency 
has also begun a pilot program using new facial rec-
ognition technology for comparing passport photos 
with travelers’ faces in order to detect illegitimate  
documents.126

In sum, over the last decade, the rise of iWar has 
introduced a new operational paradigm and approach 
to warfare characterized by three distinct elements: 
individualization, identity, and information. This 
transformation has been based on the systematic dis-
aggregation of national security threats down to the 
lowest tactical level and a strategic prioritization on 
countering emerging threats from nonstate actors and 
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individual combatants. This operational focus has 
driven a decade of doctrinal and technical innovation 
focused on identity-base screening and highly person-
alized forms of military targeting. This new mode of 
warfare rests upon a foundational layer of informa-
tion technology that has enabled an unprecedented 
level of data collection and information sharing across 
the entire U.S. national security apparatus. This phe-
nomena reflects a larger organizational dynamic 
closely related to the iWar paradigm, specifically how 
this form of warfare has led to a gradual erosion of 
traditional boundaries separating military operations, 
foreign intelligence, and domestic security functions. 
Additionally, as U.S. national security strategy has 
focused on the threats posed by individual combat-
ants and nonstate actors, it has created the political 
context for perpetual warfare with few discernable 
geographic or temporal boundaries. The next section 
briefly examines the rise of iWar within the context of 
these policy decisions and considers the implications 
for the future of national security strategy.

iWar as Policy Choice.

The new doctrines and supporting technologies 
provided the means and methods of iWar; however, 
ultimately this paradigm shift resulted from policy 
choices and strategic decisions made in response to 
perceptions about a changing threat environment. 
The 2001 Authorization for Use of Military Force (AUMF) 
established the initial legal context for waging war 
against geographically dispersed networks and in-
dividuals.  Using broad language, it authorizes the 
use of force against “nations, organizations, or per-
sons.”127 Central Intelligence Agency (CIA) Director 



46

John Brennan recently articulated how this original 
AUMF construct has been applied against a broad 
range of threats, noting that, “in this armed conflict, 
individuals who are part of al-Qaida or its associated 
forces are legitimate military targets.”128 Over time, the 
use of “targeted killings” against al-Qaeda leadership 
targets has evolved as a centerpiece of the U.S. coun-
terterrorism approach and has been used extensively 
in Pakistan, Yemen, Libya, and elsewhere. However, 
by any estimation, this approach has expanded far 
deeper than limited targeting of high-level leadership 
figures and now represents a new mode of warfare 
being waged by means of “precise attacks against  
individuals.”129 

Arguably, the use of such focused, individualized 
approaches to counterterrorism has been the logical 
path for a liberal democracy dealing with the threat 
of terrorism, while also seeking to balance civil lib-
erties in a pluralistic society. Public discomfort with 
profiling techniques used in the aftermath of 9/11 cre-
ated political pressure for methods focused more spe-
cifically on individuals with legitimate connections 
to terrorism rather than categorical measures applied 
against entire suspect groups (racial, ethnic, religious, 
or otherwise). More recently, popular concern over 
the broad application of domestic surveillance by the 
National Security Agency (NSA) suggests a similar 
worry with dragnet-like approaches involving bulk 
signals collection. Nevertheless, Americans generally 
have expressed few reservations with focused intel-
ligence gathering, even lethal targeting, when based 
on evidentiary approaches and presumptions of cul-
pability.130 Thus, as a matter of policy, the waging of 
iWar has presented few political liabilities for succes-
sive administrations.
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Similar thinking seems behind the general public 
acquiescence over “watch listing” methods designed 
to screen and identify individuals with known or sus-
pected ties to terrorism.131 For example, the 2008 Na-
tional Security Presidential Directive 59, authorizing bio-
metric collection and information sharing on persons 
posing potential threats to national security, drew rel-
atively little public attention.132 Dennis C. Blair, the Di-
rector of National Intelligence, perhaps best captured 
the new logic of personalized risk assessment when he 
observed how the threat of terrorism has changed the 
approach to strategic warning, noting that now there 
are “names and faces to go with that warning.”133 In 
general, Americans appear somewhat resigned to 
such identity-based counterterrorism approaches as 
long as they appear directed at potential threats and 
not applied indiscriminately.

Perhaps ironically, foreign public opinion and dip-
lomatic pressure has also played a role on pushing 
the United States toward the iWar paradigm and the 
need for greater discrimination and personalization 
of counterterrorism efforts. One noteworthy example 
has been the broad international condemnation of U.S. 
“signature strikes” directed against patterns of adver-
sary behavior rather than specific individuals.134 This 
approach closely resembles conventional targeting 
methods applied against formations, equipment, and 
facilities, where technical signatures provide generally 
reliable categorization of intended targets. However, 
the use of this technique against irregular or personnel 
targets has resulted in numerous incidents of misiden-
tification and unintended civilian casualties, includ-
ing the deaths of U.S. citizens and hostages.135 Even 
under the best of circumstances, this mode of target-
ing can be inherently challenging. As one official with 
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Special Operations Command recently noted, “When 
we’re trying to personally ID an individual, there is 
zero margin for error.”136 When these errors do occur, 
they often cause significant political repercussions, as 
the United States has experienced in Pakistan and Ye-
men, as well as numerous incidents during the course 
of military operations in Iraq and Afghanistan.137 

In response to these pressures, the Barack Obama 
administration has moved toward an increased use of 
“personality” strikes directed against confirmed iden-
tities in order to avoid blowback from unintended 
causalities. This process reportedly has been formal-
ized through the creation of a “disposition matrix,” a 
dynamic, individualized, targeting database based on 
biographies, locations, associations, and operational 
profiles of high-value targets.138 However, some critics 
maintain that even these strikes have not been precise 
enough at identifying targeted individuals, particu-
larly in areas such as Pakistan and Yemen where the 
United States does not have significant forces or in-
telligence capabilities on the ground. One expert on 
drone warfare noted that the frequency of unintended 
casualties sustained during these strikes highlights the 
fact that that even today, “most individuals killed are 
not on a kill list, and the government does not know 
their names.”139

Partly in response to these criticisms, the admin-
istration has even suggested a policy preference for 
the capture and prosecution of individual terrorism 
suspects, when feasible.140 Given continuing concerns 
over long-term battlefield detention of irregular forc-
es, this aspect of iWar as policy highlights the inherent 
tensions between traditional warfighting activities and 
law enforcement functions. In recent years, identity-
based targeting packages have come to resemble ar-
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rest warrants more than Cold War-era targeting fold-
ers. Particularly during the later phases of operations 
in Iraq and Afghanistan, high-value targeting evolved 
toward “evidence-based” approaches, dependent 
upon identity verification and forensic science to sup-
port probable cause-like adjudications and actionable 
intelligence. One observer noted how the F3EAD pro-
cess gradually evolved into a “police-like investigate, 
arrest, and convict” mode of nonlethal targeting.141 
Particularly as counterinsurgency strategy gained 
momentum, observers noted how soldiers on patrol 
began to “behave almost like city cops,” doing “bio-
metric scans and turning in evidence bags with each 
detainee.”142 These examples seem to support specula-
tion by Harvard scholar Gabriella Blum that the in-
dividualization of warfare may utterly transform the 
nature of armed conflict, moving it more toward a po-
licing model with greater focus on individual harms, 
individual victims, and individual culpability.143

From a policy perspective, the targeting paradigm 
of iWar has also created a challenge for strategic as-
sessment and useful measures of effectiveness. During 
the history of modern warfare, a variety of measures 
have been applied as proxies for evaluating different 
operational approaches, warfighting theories, and 
strategic decisions. World War II offered a relatively 
straightforward quantitative template supported 
by an endless supply of statistics on the numbers of 
bombs dropped, convoys and factories destroyed, 
square miles of territory seized, soldiers captured, and 
units defeated on the battlefield. Such measures were 
well suited to an industrial-age conflict where the 
central strategic challenges often concerned issues of 
time, distance, and production—all problems gener-
ally reducible to structured analysis and quantitative 
assessment.144 Conversely, Vietnam produced a per-
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version of such measures, particularly as enemy body 
counts emerged as a proxy measure for operational 
success in the absence of a clear political-military  
end state. 

The iWar paradigm has replaced generic body 
counts of Vietnam with a modified version of effects-
based assessment based on highly relativistic impact 
analysis. Various approaches have weighed factors 
such as an individual fighter’s operational profile, 
unique technical skills, network centrality, and an 
actor’s influence within the larger organizational net-
work. These techniques have deep conceptual ground-
ing in Social Network Analysis theory; however, they 
still rely on highly subjective measures that are diffi-
cult to apply as a centerpiece of campaign assessment. 
For example, one phenomena that emerged early in 
the Iraq war was the infamous “personality identifica-
tion playing cards” issued to U.S. troops that depicted 
high-ranking members of Saddam Hussein’s govern-
ment and senior Ba’ath Party members. The cards 
soon developed into something of an informal yard-
stick for operational progress on the battlefield as key 
leaders were killed or captured. Attention remained 
focused on such measures, even as it became abun-
dantly clear that they had no particular relevance to 
the evolving security dynamics on the ground.145 Over 
time, similar methods have evolved for measuring the 
effects of counterterrorism strikes against adversary 
networks, applying qualitative assessments to gauge 
the operational impact of killing or capturing specific 
“high-value individuals.” However, as with the body 
counts of Vietnam, there is an inherent artifice imbed-
ded into the process. No matter how many times the 
“al-Shabaab number two” is killed, there may always 
be another “al-Shabaab number two.” Conversely, 
Berlin fell only once.
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The issue of operational assessment raises a larger 
issue in terms of evaluating the iWar paradigm both 
as policy choice and as a component of military strat-
egy. While there is little debate as to the awe-inspiring 
tactical efficiency of U.S. techniques for identifying 
and targeting individual combatants on the battle-
field, what is less certain is whether these methods 
aggregate into effective strategies for achieving larger 
political objectives. The perpetual regeneration of 
terrorist threats inside Pakistan, Yemen, and Soma-
lia offers little evidence that identity-based targeting 
has been fully successful as a centerpiece of counter-
terrorism strategy. Likewise, the deteriorating condi-
tions in Iraq and Afghanistan suggest limits as to what 
these approaches can deliver as a major component 
of counterinsurgency. Conversely, one can make a 
strong claim that the combination of these techniques 
has contributed, in part or whole, to protect the home-
land successfully from a major terrorist attack since 
9/11 by identifying and dissuading individual threats 
and disrupting their networks. The inherent ambigu-
ity in the data raises the more difficult question as 
to whether one can evaluate effectively the utility of 
specific tactics and tools separately from the overall 
strategic outcomes they produce. As H. R. McMaster, 
Director of the Army’s Capabilities and Integration 
Center, recently cautioned, “Targeting does not equal 
strategy.”146

President Obama observed during a recent address 
to the National Defense University that “We must de-
fine the nature and scope of this struggle, or else it will 
define us.”147 Indeed, this has largely been the case for 
the U.S. national security establishment since 9/11. 
Over the last 15 years, these bureaucracies have un-
dergone a revolution in form, function, and focus that 
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has moved them toward a model of warfare far differ-
ent from that of the Cold War era. These entities have 
developed new doctrines, technologies, and analytical 
methods that reflect a significant reorientation of na-
tional security priorities based on the task of defeating 
networked adversaries and targeting individual com-
batants. As one senior U.S. officer recently noted, the 
task of “putting warheads to foreheads” has become 
a core military function and arguably the reflection of 
a new model of state security centered on defeating 
threats from nonstate actors, networked adversaries, 
and individual combatants.

By all indications, some form of iWar will persist 
as a model of state security and American warfare 
into the future. Contemporary security challenges 
are likely to be characterized by operations in areas 
of poor governance with weak identity regimes, and 
against adversaries determined to use anonymity 
to operational advantage. Meanwhile, threats from 
transnational terrorists show little sign of abating. For 
these reasons, the operational relevance of identity on 
the modern battlefield and along the borders will only 
grow in importance.

iWar as Case Study of Military Innovation.

The rise of iWar offers a useful case study of military 
innovation. The iWar paradigm evolved as the result 
of a very specific national security challenge encoun-
tered after 9/11. Much of this doctrinal and technical 
innovation centered on the pressing need to identify, 
screen, and target individual combatants fighting as 
part of distributed networks. Initially, this task rep-
resented an operational challenge for which the U.S. 
national security apparatus was largely unprepared. 
Cold War-era doctrines and technologies were not 
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conceived for the task of differentiating among indi-
vidual combatants, or the challenge of screening and 
targeting them based on discrete identity attributes. 
Nor were pre-9/11 bureaucracies and warfighting 
strategies optimized to function across an unbounded 
battle space and against threats whose tactics did not 
conform to a clear differentiation between foreign mil-
itary operations and domestic security functions. In 
this sense, the rise of iWar serves as a useful example 
for examining wartime innovation.

Scholars of military innovation generally look to 
several characteristics for evidence of substantive 
change. The first is that the process of innovation al-
ters the manner in which military formations function 
in the field. The second is that these changes are signif-
icant in terms of scope and organizational impact. The 
third is that these reforms ultimately produce greater 
military effectiveness.148 By this standard, the rise of 
iWar has largely satisfied the first two elements; how-
ever, the third remains open to debate, depending on 
the scope of analysis and terms of measure. A separate 
but related question is whether iWar truly represents 
a new operational paradigm or simply a repackag-
ing of old ideas implemented with new technologies. 
Arguably, one may identify iWar precursor elements 
in examples such as the CIA’s Phoenix Program in 
Vietnam and, more recently, with Israeli targeting 
methods used in Gaza and Lebanon. As with iWar, 
these examples also involved operational approaches 
based on network-centric analysis and highly focused, 
individualized targeting methods; however, several 
important aspects have arguably made the recent U.S. 
experience sui generis. 

Foremost among these differences has been the 
scope of application. Operations of the iWar paradigm 
have taken place on a global scale, enabled by a dra-
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matic bureaucratic transformation that has integrated 
military operations, foreign intelligence activities, 
and domestic security functions more than any other 
time in American history. This strategy was based on 
an assortment of new technical innovations virtually 
unknown on the battlefield prior to 9/11, including 
drones, biometrics, expeditionary forensics, DNA 
analysis, and advanced information management 
tools, to name just a few. The application of these 
tools reflected a shift toward an information-centric 
view of warfare far different from the conventional 
force paradigm of the Cold War era. This transforma-
tion included an evolution in warfighting theory that 
introduced new methods into the doctrinal cannon 
such as Social Network Analysis and personality-
based targeting. All of these changes were centered on 
a fundamentally altered strategic logic that prioritized 
nonstate actors and individual combatants equally 
with the threats posed by state actors in the formation 
of national security policy. These changes also repre-
sented a subtle but profound shift in thinking about 
how military force should be applied against such 
threats, and in doing so, redefined the role of identity 
in modern warfare.

In analyzing these changes, some scholars suggest 
that the process of wartime innovation should be ex-
amined as a phenomena distinct from that of peace-
time change.149 Arguably, the causal pathways of war-
time innovation tend to be somewhat less complex as 
they are highly responsive to exigent circumstances. 
This is partly due to the fact that active conflict offers a 
laboratory for “natural experiments” where warfight-
ing requirements are articulated explicitly in response 
to the actions of an immediate adversary rather than 
a hypothetical one. This situation provides a crucible 
for immediate tactical feedback, thus creating a pow-
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erful dynamic for iterative design and rapid process 
improvement. These factors have the effect of sharp-
ening how operational needs are defined and speed-
ing the bureaucratic process of research, develop-
ment, prototyping, and employment. However, rapid 
institutional change still requires an initial intellectual 
catalyst to serve as a conceptual driver to frame the 
strategy of innovation. Without some coherent idea 
that provides a common intellectual framework, the 
sum of innovation will inevitably be less than its parts.

In the case of iWar, this central idea was the real-
ization that fighting against networks and individu-
als required an entirely different approach and toolset 
than methods optimized for conventional conflict. 
Once this overarching conceptual framework was es-
tablished, the process of military innovation occurred 
rapidly across multiple spheres. The first sphere in-
volved changes to warfighting theory that were trans-
lated into doctrinal design and higher-level concepts 
of operation. The second sphere involved the adoption 
of specialized technical tools and methods directly ap-
plied to tactical problems to create battlefield effects. 
A third sphere was a slower process of changing orga-
nizational behaviors, institutional values, and philo-
sophical ideas about how a military service conceives 
of its role and defining functions within the larger  
national security enterprise.

At this point, iWar as an operational paradigm is 
at a crossroads. The challenge ahead will be to identify 
what aspects of the model remain relevant to future 
security challenges and overall U.S. defense priorities. 
This requires evaluating the lessons learned from the 
previous decade, developing supporting doctrines 
and technologies, establishing priorities for train-
ing, and then building the institutional foundations 
to support the desired capabilities. One of the most 
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challenging aspects of this task is picking the correct 
technologies in the absence of a persistent operational 
challenge from a clearly defined adversary.

Inevitably, as the dynamics and imperatives of 
“peacetime” innovation take precedent, they will dif-
fer from those of wartime innovation. Other priorities 
are likely to grow in influence and consequently shape 
the debates over warfighting theory, doctrinal devel-
opment, procurement strategies, and institutional 
roles. In the case of iWar, the United States will need 
to retain some of the tools and methods specialized 
for the purpose of differentiating friend from foe and 
combating networked adversaries. There is no hint that 
the threats from nonstate actors will soon subside, nor 
will the threat of “hybrid conflicts” where combatants 
fight without uniforms and conventional formations. 
The United States is also likely to conduct operations 
within environments characterized by weak or nonex-
istent identity regimes. Many of these challenges will 
continue to demand a place for the tools and methods 
of iWar.

With this reality in mind, the next section exam-
ines the emerging technology landscape and attempts 
to identify some of the general trends that are likely to 
shape how iWar will be waged in the next generation. 
Many of these tools have already demonstrated their 
utility on the battlefield and in securing the border, 
including biometrics, forensics, information manage-
ment technology, and data analysis. These areas will 
continue to evolve and are likely to be enhanced by 
innovations in other areas, including new biomet-
ric modalities, improved DNA forensics, cyber tools 
and social media exploitation, advanced video and 
data analytics, machine learning, and computational  
analysis, among others.



57

This task of predicting technology futures is 
fraught with hazard. Estimations of what tools may 
emerge, how they will be used, and the implications 
of their use will inevitably appear naive in hindsight. 
Nevertheless, such speculation is a necessary risk for 
the strategist and planner who must allocate today’s 
resources based on reasoned expectations of what may 
happen tomorrow. For this reason, the next section of 
this study introduces several emerging technology ar-
eas through a hypothetical iWar scenario involving a 
suspected foreign fighter. While the details and events 
are fictionalized, the vignette represents a realistic se-
curity dilemma for the age of iWar and addresses the 
continuing challenge of identifying, screening and 
targeting individual adversaries determined to use  
anonymity to operational advantage. (See Chart 1.)

Industrial Warfare iWar

Political Context

Westphalian; profes-
sional armies fighting 
as political proxies for 
defined geopolitical 
objectives; recognizes 
jus in bello constructs.

Extra-Westphalian; 
individual combatants 
fighting for ideological 
causes and ambiguous 
objectives; challenges 
jus in bello constructs.

Adversary 
Characteristics

State armies com-
prised of “generic” 
professional soldiers 
using doctrinal orga-
nized formations and 
functioning by deper-
sonalized, bureaucratic 
logic.

Nonstate entities and 
“unprivileged” combat-
ants using anonymity 
for operational advan-
tage; use idiosyncratic 
tactics and organized 
by highly personalized 
networks.

Chart 1. Industrial Warfare versus iWar.
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Industrial Warfare iWar

Operational  
Environment

Contested primarily in 
the physical domains 
(land, sea, air) and 
waged in a contiguous 
linear battle space; 
defined by clear op-
erational boundaries, 
fire and maneuver over 
geographic terrain.

Contested primarily 
in the informational 
domain (influence, 
identity, human ter-
rain); spatially and 
temporally unbounded; 
defined by a merger of 
external and domestic 
security spheres of 
concern.

Theories of 
Warfighting

Influenced by tenets 
of maneuver warfare: 
mass, firepower, 
destruction of enemy 
forces, and seizure of 
key terrain. Focus is on 
the operational level 
of war.

Influenced by coun-
terinsurgency and 
counterterrorism 
doctrines: population-
centric measures and 
law enforcement-like 
methods. Merges tacti-
cal and strategic levels 
of war.

Analytical Approach 
and Tools

Order of Battle analysis 
and indications and 
warnings (I&W) meth-
ods, platform-centric 
doctrinal templating, 
conventional Military 
Intel analytical models, 
technical signatures 
and intelligence, sur-
veillance, and recon-
naissance (ISR).

Social Network 
Analysis, Attack the 
Network, Identity 
Intelligence (I2), law 
enforcement analytical 
model, biometric and 
forensic signatures, 
document and media 
exploitation.

Targeting Paradigm

Status-based targeting 
against units, forma-
tions and equipment; 
Well-defined, rules-
based rules of engage-
ment (ROE).

Identity-based target-
ing against individuals, 
cells, and networks; 
Ambiguous, evidence-
based ROE.

Chart 1. Industrial Warfare versus iWar. (cont.)
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Chart 1. Industrial Warfare versus iWar. (cont.)

THE FUTURE OF IWAR

Many of the catalysts giving rise to the iWar 
paradigm reflect persistent trends that are unlikely 
to abate in the immediate future. From a policy per-
spective, there is reason to expect some continuation 
of approaches based on the persistent monitoring of 
individual threats, identity-based screening, and, 
when necessary, personality-based targeting. The use 
of such methods remains relatively uncontroversial 
from a political perspective, and President Obama has 
made clear his vision of a counterterrorism strategy 

Industrial Warfare iWar

Objectives and 
Measures of  
Effectiveness 
(MOE)

Attrition and physical 
destruction of the ad-
versary’s war-fighting 
capabilities; quantita-
tive assessment - units 
destroyed and terrain 
seized. MOE based on 
technical Battle Dam-
age Assessment.

Attrition of key leader-
ship, nodes, and 
specialized operators; 
qualitative assess-
ment—kill/capture of 
High-Value Individuals. 
MOE based on SNA 
theories of network 
centrality, influence, 
and organizational 
cohesion.

Success Criteria 
and End State

Primary focus on 
defeat of adversary 
military forces, po-
litical capitulation, and 
the orderly demobiliza-
tion and repatriation of 
detained combatants.

Primary focus on risk 
mitigation rather than 
military victory; no 
political settlement, le-
gal limbo for detained 
combatants, and 
enduring problems of 
fighter recidivism.
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designed as a “surgical, precise response to a very 
specific problem.”150 Another important trend that is 
likely to remain constant is the value of anonymity as 
an operational enabler for many U.S. adversaries. Re-
cent conflicts in Syria, Ukraine, and elsewhere have 
vividly highlighted this fact. As one commentator re-
cently noted, in modern warfare, “Knowing the name 
of the person on the other-side of the battlefield is  
rising as a strategic necessity.”151

The next section examines in greater detail several 
of the factors likely to reinforce the central pillars of 
the iWar paradigm. These include characteristics of 
the threat environment, emerging technology trends, 
and the changing meaning of identity.

iWar and the Threat Environment.

Several persistent trends in the contemporary 
threat environment appear likely to amplify many of 
the original catalysts that gave rise to the iWar para-
digm. Recently, General McMaster described the tran-
sition from a Cold War model where nations were 
the primary source of threats, in contrast to today’s 
threats: 

from nonstate actors and the confluence of networked 
insurgent and terrorist organizations bridging over 
into transnational organized crime networks and hav-
ing access to capabilities they didn’t have in the past.152 

These threats include an increased potential for hybrid 
conflicts where conventional status-based targeting 
methods may not easily apply, as well as a wide range 
of adversaries determined to leverage anonymity for 
operational advantage.
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The National Intelligence Council Global Trends re-
port recently described a near-future security environ-
ment dominated by various forms of irregular war-
fare—terrorism, subversion, sabotage, insurgency, 
and criminal activities.153 Testimony by the Director of 
the National Counterterrorism Center noted that these 
networks have actually grown more dangerous over 
time due to the erosion of central governance, mak-
ing them “more geographically diffuse and involving 
a greater diversity of actors,” thus making them an 
increasingly adaptive and complex threat.154 Robert 
Cardillo, head of the National Geospatial-Intelligence 
Agency, recently observed that such groups and in-
dividuals are operating “literally without geographic 
bounds,” thus less vulnerable to conventional military 
targeting methods.155 

There has also been an apparent shift in terror-
ism tactics away from infrequent but spectacular 
operations toward a pattern of smaller, more distrib-
uted attacks often emanating from self-radicalized 
individuals and small groups operating independent 
of centralized direction. The Global Trends report sug-
gested that these: 

individuals and small groups will have greater access 
to lethal and disruptive technologies enabling them to 
perpetrate large-scale violence—a capability formerly 
the monopoly of states.156 

The challenge of defending against such diverse 
threats is likely to reinforce the key aspects of iWar, 
particularly U.S. reliance on technical collection, iden-
tity-based screening, and targeting efforts focused 
against individual actors, small cells, and networks. 
This includes an immediate challenge arising from the 
issue of foreign fighters. 
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The current Syrian situation exemplifies the enor-
mous scale of the foreign fighter problem, exacerbated 
by relatively easy cross-border mobility and aggressive 
social media recruiting. According to recent estimates, 
as many as 20,000 foreign fighters from some 90 coun-
tries have joined various factions fighting in Syria, in-
cluding thousands of European passport holders and 
several hundred from the United States. The head of 
the National Counterterrorism Center recently called 
the foreign fighter flow to Syria “unprecedented,” at a 
rate far exceeding the movement of foreigners travel-
ing to Afghanistan, Pakistan, Iraq, Yemen, or Somalia 
at any point over the past 20 years.157

Outside the United States, most countries have in-
stituted little more than piecemeal strategies for moni-
toring and tracking foreign fighter flow down to the 
level of the individual combatant. For example, the 
European Union (EU) still does not have a systemic 
process in place for identity checks of all citizens re-
entering the region from abroad. During 2013 alone, 
Turkey denied entry to some 4,000 people listed in a 
no-entry database and detained another 92,000 people 
on its border; however, this has done little to stem the 
tide.158 One recent United Nations (UN) report noted 
that the “slow exchange of information and data on 
foreign fighters is one of the major obstacles to inter-
national counterterrorism cooperation,” estimating 
that “less than 10 percent of basic identifying informa-
tion on such individuals has been entered into global 
multilateral databases.”159 That means that there is 
little, if any, timely operational information available 
concerning identity, travel routes, photographs, and 
international search warrants on individuals travel-
ing to take part in hostilities. There has been a similar 
challenge with obtaining physical evidence of foreign 
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fighter activities occurring while inside the conflict 
zone, making it difficult to pursue prosecution as an 
option or generate additional intelligence leads.160 
One U.S. senior intelligence official working on the 
Syrian foreign fighter problem recently described the 
challenge as a “decadal” issue of concern for the intel-
ligence community.161

In the aftermath of the January 2015 Paris attacks, 
it became clear that European intelligence agencies 
had far too many leads to follow, too many return-
ing foreign fighters to monitor, and not enough man-
power for all of the required tasks.162 Unfortunately, 
few, if any, countries possess the resources required 
for monitoring large numbers of suspect individuals 
through traditional surveillance methods. Some es-
timates place the cost of full-scale, round-the-clock, 
conventional surveillance against a single individual 
as high as $8 million a year.163 Even a fraction of this 
cost represents an unsustainable outlay set against 
potentially thousands of foreign fighters expected to 
return home eventually from conflicts such as in Syria. 

This reality inevitably will lead western govern-
ments to rely upon some combination of two ap-
proaches. First, they will expand the use of technical 
surveillance and screening measures aimed at gather-
ing more information with fewer resources. Second, 
they will develop improved methods of risk analysis 
and perhaps apply predictive interventions against 
suspect individuals. Either of these approaches will 
tend to reinforce the key elements of the iWar paradigm 
as security threats must still be identified, monitored, 
and targeted with timely and accurate information. A 
variation of the iWar paradigm has already been pro-
posed in France where lawmakers recently approved 
an unprecedented overhaul of domestic surveillance 



64

practices, now allowing for collection and analysis 
of telephone and internet metadata as one means 
of identifying potential threats posed by domestic  
extremists.164

Beyond threats from international terrorism, many 
security analysts have highlighted the growing risk of 
“hybrid conflicts” where state-based militaries attempt 
to obscure operational attribution by employing prox-
ies and irregular tactics, such as with Russia’s use of 
“little green men” in Ukraine.165 A recent report by the 
International Institute for Strategic Studies highlight-
ed the possibility of nonstate actors also employing 
such mixed tactics to achieve asymmetric advantage 
against conventional adversaries.166 The Islamic State 
has demonstrated such a hybrid approach by employ-
ing a high-low mixture of conventional maneuver, in-
surgent-like tactics, and terrorism to achieve gains in 
Syria and Iraq. French forces in Mali have experienced 
similar challenges in waging a conventional military 
campaign against an “invisible enemy” where it has 
been difficult to “distinguish between the trafficker, 
the terrorist, and the rebel.”167 Even future challeng-
es from peer competitor state militaries are likely to 
circumvent the significant U.S. advantage in conven-
tional warfare by employing techniques that avoid 
direct confrontation and veil operational attribution. 
One commentator on defense technology recently 
observed that “war is changing, whether it is waged 
by emergent groups like the Islamic State or nations 
like Russia, more and more, the potential revelation 
of identity is becoming a liability in conflict zones.”168

The expanse of U.S. global security interests also 
suggests continuing involvement in activities other 
than high-intensity conventional warfare, such as sta-
bility operations, anti-piracy, and counterillicit traf-
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ficking.169 These tasks share several common charac-
teristics. First, they represent activities dominated by 
networked adversaries, disbursed cells, and individu-
al actors using anonymity for operational advantage. 
Second, such missions are likely to occur in areas char-
acterized by weak governance and ineffective identity 
regimes where a significant portion of the population 
lacks formal documentation and verifiable identity. 
Such environments are notorious generators of cor-
ruption, insecurity, and instability—issues that cannot 
easily be contained through strategies of conventional 
military deterrence.

The challenge of conducting operations under 
weak identity regimes is generally underappreciated 
as a military planning factor. This may be due, in part, 
to the fact that many residents of the developed world 
take for granted the basic identity management func-
tions of the modern state bureaucracy. This structure 
begins with foundational identity documents such as 
birth certificates then expands through one’s lifetime 
within a system of de facto credentialing, sanctioned 
by the state, that are required for full participation in 
civic and economic life. Yet, even this most basic func-
tion of governance is absent in much of the world. Ac-
cording to one recent estimate, as many as 40 percent 
of children in the developing world do not have any 
kind of official identity registration generated at birth. 
This situation creates an initial “identity gap” that 
becomes prone to inaccuracies, corruption, and disen-
franchisement throughout an individual’s lifetime.170 

The operational significance of identity is not only 
a concern for counterterrorism and insurgency, but 
also in peacekeeping and humanitarian relief mis-
sions. In 2014, the UN High Commission for Refugees 
(UNHCR) launched its first biometric pilot program 
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in Malawi to improve security protections and better 
target assistance for forcibly displaced persons.171 This 
program was recently expanded to the Democratic 
Republic of Congo in an effort to identify and register 
some 245,000 Rwandan refugees living in the region 
and 19 refugee camps in Chad where 450,000 indi-
viduals will be biometrically enrolled. UNHCR will 
update records using remote connections to a central 
biometric database maintained in Geneva, Switzer-
land.172 In another example, the Turkish Disaster and 
Emergency Management Authority recently conduct-
ed biometric registration of 740,000 Syrian refugees 
displaced by fighting across the border.173 Such iden-
tity management tools are likely to become the norm 
in future relief operations and humanitarian interven-
tions in these environments.

iWar and the Technology Environment.

The changing technology environment is another 
factor that is likely to transform significantly the re-
lationship between security, identity, and warfare. 
National security scholar Rosa Brooks recently posed 
the question of how warfare will be changed in an 
age when we increasingly know our enemy by name, 
by face, and even DNA. She observes that, in recent 
conflicts, the United States often knows a great deal 
about their adversaries, “between human informants 
and high-tech surveillance, we often know where our 
targets were born, where they went to school and col-
lege, the names of their siblings and children, their fa-
vorite pastimes, and much more.”174 Brooks and others 
like military-legal scholar Charles Dunlap have even 
speculated on the not-too-distant future where ultra-
precise weapons armed with advanced facial recogni-
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tion software will “roam battlefields looking for very 
specific members of an enemy’s force.”175 While this 
scenario may not yet be reality, several information 
technology trends are already pushing iWar in this 
direction.

The next decade is likely to be remembered as the 
era when biometric technologies became normalized 
and integrated into nearly every facet of daily life. The 
defense, security, and law enforcement sectors were 
the first to recognize the value of biometrics for ap-
plications such as border control, systems access, and 
identity verification. These requirements largely de-
fined the initial focus of research and development in 
the field, as well as how these tools evolved; however, 
this dynamic is rapidly changing. Private industry is 
already racing ahead of governments in the use of bio-
metric technologies, particularly in the areas of per-
sonal consumer electronics and information security 
tools.176 The implication is that governments increas-
ingly are likely to trail behind in terms of influencing 
the direction of innovation. Industry experts have ex-
pressed concerns that a lack of proper planning and 
coordination among governmental agencies, and be-
tween international partners, will further diminish the 
role that governments play in defining the future of 
the industry.177 New technical breakthroughs are like-
ly to emerge from demand in the commercial sector, 
only later to be exploited by defense and security in-
terests. In some cases, this reactive position will apply 
to matters of governance and rule setting, particularly 
as technology innovation outpaces the state’s ability 
to define the context of its use.

This situation is a dramatic reversal of the Cold 
War era paradigm in which the most advanced sen-
sors and intelligence collection platforms evolved 
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behind the wall of protected government-sponsored 
research and development. This has several important 
implications. First, in some technical areas of iWar, 
the United States will find itself in a situation of tech-
nological parity with potential adversaries, whether 
state actors or otherwise. Second, in order to reduce 
the technology gap, the U.S. Government will need to 
resolve many long-standing deficiencies in the acqui-
sition process in order to remain near the leading edge 
as new technologies evolve. Biometrics is one area in 
particular where this dynamic is almost certain to be 
the case.

One industry research organization predicts that, 
by the end of 2015, there will be some 619 million peo-
ple using biometrics on their mobile devices, including 
fingerprint, voice, iris, facial, and various modalities 
of behavioral biometrics.178 Other estimates suggest 
that over a billion people in developing countries have 
already registered some form of biometric signature 
through their interface with consumer electronic de-
vices, financial institutions, and local governments.179 
Additionally, the inherent weaknesses of traditional 
methods for personal authentication (e.g., passwords) 
are driving significant growth from the commercial 
sector for improved methods of identity management.

Beyond these commercial applications, dozens of 
governments are pursuing biometrically enabled iden-
tification (ID) projects for e-passports and visas, voter 
registries, public sector payroll, health care, and social 
service delivery programs. Many of these initiatives 
are originating in the developing world where some 
governments have entirely bypassed a paper-based 
identity system and moved directly to biometrically 
enabled technologies. Notably, India, with a massive 
undocumented population, is currently in a multiyear 
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process of biometrically registering all one billion resi-
dents as part of a new national identification system. 
Biometric attributes will be linked to a unique identity 
number and used for such functions as managing gov-
ernment benefits and monitoring distribution of food 
rations.180

As another example, the United Kingdom (UK) 
Home Office recently introduced a “biometric resi-
dence permit” that will be required for any foreign 
nationals from outside the European Economic Area 
who wish to work or study in the UK. The cardholder 
must present these credentials at the border when 
travelling into or out of the UK.181 Other novel appli-
cations are emerging each day such as Kenya’s use of 
biometric cards to ensure public servants show up to 
work and Nigeria’s recent legislation mandating bio-
metric registration of mobile phone Subscriber Iden-
tity Module (SIM) cards so the government can better 
track illicit activities.182 Pakistan recently followed suit 
in requiring biometrically registered SIM cards after 
it was discovered that all six assailants in the major 
December 2014 attack on a Peshawar military school 
were using cell phones registered to a single woman 
with no obvious connection to the attackers.183

The rapid pace of innovation in the field is certain 
to raise concerns over privacy and surveillance. Addi-
tionally, there are likely to be challenging issues with 
regulatory and governance concerns as well as con-
flicts over technical standards, interoperability, and 
data integration. Perhaps most significantly, much of 
the development in this area is likely to evolve outside 
of explicit state control. Governments, security servic-
es, and militaries may find themselves in the position 
of being rule-takers rather than rule-makers when it 
comes to defining how this technology proliferates 
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and is used by the general public. Biometrics is just 
one example of this general trend concerning technol-
ogy innovation in the age of iWar. A similar dynamic 
applies to the cyber domain as well.

In recent conflicts anonymity has become an in-
creasingly important center of gravity for nonstate 
actors, and, in some cases, for state actors attempting 
to avoid operational attribution. Protected identities 
can provide these adversaries with flexibility, mobil-
ity, and the advantage of surprise. Anonymity also al-
lows for safety in communication, recruitment, financ-
ing, and planning, as well as a form of concealment 
from which to wage information warfare. The cyber 
domain offers adversaries a zone of relative sanctu-
ary where real identities can be protected, concealed, 
or manipulated. Actors can conceal activities behind 
strong encryption, digital avatars, or technical tools 
that complicate attribution and thwart surveillance.

DoD’s recently updated cyber strategy explicitly 
noted how anonymity on the web is directly enabling 
malicious cyber activity by state and nonstate groups. 
The Islamic States in Iraq and Syria (ISIS) has been one 
of the more notable examples of this trend. Another 
has been Russia’s use of Internet “trolls” for gener-
ating pro-regime propaganda aimed at influencing 
the information environment concerning operations 
in the Ukraine. One recent study detailed how these 
anonymous “trolls” are expected to post 50 news 
articles daily, maintain multiple Facebook and Twit-
ter accounts, and generate dozens of posts per day, 
amounting to some 40,000 online comments each day 
in support of pro-Kremlin information operations.184 
In recognition of these new challenges, the DoD Cy-
ber Strategy specifically calls for “intelligence and at-
tribution capabilities help to unmask an actor’s cyber 
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persona, identify the attack’s point of origin, and de-
termine tactics, techniques, and procedures” in order 
to support credible deterrence, response, and denial 
operations.185

Estonian President Toomas Hendrik Ilves has been 
a leading thinker on cyber defense issues and recently 
noted how organized crime, terrorist networks, and 
state actors are rapidly converging into this space, 
making it increasingly difficult for legitimate actors to 
distinguish between them.186 The challenge of identity 
and attribution in the cyber domain has made it a vir-
tual battleground for “phase zero” operations, those 
activities designed to shape perceptions and influence 
behavior as a precursor to kinetic action. Recent ex-
amples were seen prior to Russian military interven-
tions in both Georgia and Ukraine. More broadly, 
the cyber domain offers a venue for influencing be-
havior and shaping outcomes through activities short 
of conventional military engagement. This approach 
entails fewer physical risks for adversaries by offer-
ing a greater ability to mask identities through read-
ily available technical tools. These characteristics are 
making cyberspace a highly contested terrain in the 
age of iWar. Many of the enabling technologies in this 
domain are democratic and highly scalable, meaning 
that, unlike the most powerful weapons of the Cold 
War era, cyberspace weapons are generally accessible 
to anyone with the requisite skills and basic tools. For 
this reason, cyber presents the logical platform for 
nonstate actors seeking to employ asymmetric capa-
bilities against states while avoiding direct attribution.

A variety of easily accessible tools can offer users 
parallel networks that are encrypted, decentralized, 
and, to some degree, anonymous. Silk Road, an on-
line “dark web” trading site recently shut down by the 
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FBI is one example. Other actors rely on tools, such as 
the Tor network, that offer protections against traffic 
analysis and surveillance by masking Internet proto-
col (IP) addresses and server locations while encrypt-
ing data packets and routing them through multiple 
nodes, making it difficult to track and identify users. 
Some experts estimate that such dark web sites rep-
resent a significant portion of web activity, involving 
content generally not indexed and undiscoverable by 
conventional search engines such as Google.187 In ad-
dition, digital “crypto-currencies” such as Bitcoin can 
provide a means for conducting pseudonymous fi-
nancial transactions across these networks.188 This ar-
chitecture of anonymity enables users to browse, com-
municate, and trade illicit materials with a generally 
lower risk of detection and greater ability to conceal 
physical locations and identity.189 

There is already some suggestion that the Islam-
ic State and other extremist groups are using such 
methods. The head of the U.S. Treasury Department’s 
Financial Crimes Enforcement Network recently ob-
served that, “when you start talking about global 
point-to-point transactions and pseudonymity and in-
stantaneous movement of value over borders, that has 
real risks associated with it.”190 Director of the NSA 
Admiral Michael Rogers more clearly articulated these 
risks, noting that as his agency monitors threats on the 
dark web it spends “a lot of time tracking people that 
can’t be found.”191

The use of the anonymous “dark web” sites is 
particularly striking in contrast to the concurrent rise 
of social media, a phenomena conceptually based 
on the opposite goal—specifically the projection of 
identity for the explicit purpose of building network 
connections based on attributional affiliation. Par-
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ticularly since the Arab Spring protests, social media 
has played a central role in how nonstate actors craft 
and project their identities outward to a global audi-
ence. For many groups, social media platforms have 
become the preferred tool for distributed communi-
cation, planning, recruitment, and the dissemination 
of propaganda, including terrorist groups, insurgents, 
and criminal organizations. The National Intelligence 
Council Global Trends report recently described these 
social networking technologies as “inherently resis-
tant to centralized oversight and control,” with the 
potential to displace traditional power sources and 
authorities in favor of individuals, small groups, and 
ad hoc coalitions of nonstate actors.192 

Several recent examples demonstrate the degree 
to which social media has evolved as an operational 
tool. Militant groups in Gaza, terrorist cells in Mali, 
oil traffickers in Nigeria, and pirates off the Somalia 
coast have all employed social media as ad hoc com-
mand and control networks for conducting informa-
tion operations. The Islamic State, in particular, has 
crafted a robust and sophisticated digital presence, 
“disseminating timely, high-quality media content 
across multiple platforms.”193 A recent report on ter-
rorism and new media found that some 90 percent of 
terrorist activities taking place online use social media 
as a networking tool, in some cases offering “a virtual 
firewall to help safeguard the identities of those who 
participate.”194 The director of Great Britain’s NSA 
counterpart, the Government Communications Head-
quarters (GCHQ), recently described Twitter, Face-
book, and WhatsApp as the “command-and-control 
networks of choice for terrorists and criminals.”195 One 
commentator on military technology even suggested 
that situational awareness in the cyber age will soon 
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mean using “instantaneous data from social networks 
like Twitter and Facebook to identify the target in the 
sniper scope.”196 While perhaps an exaggeration, the 
comment does suggest the degree to which these plat-
forms have become an important component of the 
contemporary operational environment.

Perhaps the Syrian conflict provides the most pow-
erful example of how social media has become a tool of 
modern warfare. This conflict has been called “the most 
socially mediated civil conflict in history,” with fight-
ers using Facebook, YouTube, Twitter, Diaspora, and 
Snapchat for a variety of operational,communication, 
and propaganda functions.197 For example, the Al-
Nusra Front has used social media for posting press 
releases and informal communiqués including text, 
photographs, and videos detailing the fighting, and 
even personalized eulogies for its members killed in 
combat.198 Analysis from late-2014 identified at least 
46,000 Twitter accounts being used by members and 
supporters of the Islamic State, while the FBI esti-
mates that some 200,000 people around the world are 
accessing “terrorist messaging” each day via social 
media, videos, instruction manuals, and other mate-
rial posted on militant Islamist sites.199 

These platforms have also been used extensively 
for dissemination of operational information, recruit-
ing, and training purposes.200 For example, sites have 
posted information on use of explosives, fighting tech-
niques, and links to encryption programs designed 
to help users protect sensitive communications. In-
dividual fighters are also using personal accounts to 
establish their bona fides and document their combat 
experiences first hand. In a telling example, one young 
British fighter attempted to fake his own battlefield 
death on social media after being placed on a travel 
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watch list.201 Eventually he was caught when attempt-
ing to enter back into the UK; however, the example 
highlights the degree to which many nonstate actors 
are leveraging social media to craft and project identi-
ties to an external audience.

However, online activism can be a double-edged 
sword, both enabling adversary operations, while at 
the same time potentially exposing them to obser-
vation and attribution. In recent years, social media 
exploitation and open source digital forensics have 
offered invaluable insights into adversary operations. 
For example, in early-2014 analysts were able to track 
Russian military personnel movements into Crimea 
through social media “bread crumbs” dropped by 
personnel preparing for mobilization. Separately, 
YouTube videos and Twitter messages posted by 
Russian irregulars provided the first hints of respon-
sibility for the downing of Malaysia Airlines Flight 
17 in eastern Ukraine in July 2014.202 More recently, 
“crowd-sourced” information posted to social media 
by local residents has substantiated Russia’s active 
role in eastern Ukraine, including the steady flow of 
weapons and troops, even as the government contin-
ues to deny any direct involvement in hostilities.203 

In Syria, pro-Assad forces reportedly used fake on-
line avatars to identify and target opposition members. 
They used these fictitious identities to obtain detailed 
personal information, including names and locations 
of opposition members, media activists, humanitar-
ian aid workers, and others deemed dangerous to the 
regime.204 These Skype accounts, mobile applications 
(apps), and social media sites revealed address books, 
records of short message service messages, email, and 
other information relating to opposition force cam-
paign plans. According to one assessment, this type 
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of aggressive social media exploitation has produced 
“actionable military intelligence for an immediate bat-
tlefield advantage,” including information enabling 
pro-Assad forces to identify, track, and target key op-
position members.205 

The United States reportedly has also made use of 
social media data for targeting. One military official 
recently revealed that social media posts recently had 
been used to track and subsequently strike an Islamic 
State group headquarters building.206 Other research-
ers have used social media as a means of building 
demographic profiles of Islamic State fighters and 
other groups, shedding light on their locations, what 
languages they speak, how they access the Internet, 
and for content analysis of their communications.207 
In another twist, the online international network of 
“hacktivist entities,” known as Anonymous, recently 
took control of dozens of Twitter and Facebook ac-
counts used by the Islamic State and threatened the 
group’s members, promising “we will hunt you, take 
down your sites, accounts, emails, and expose you. . . . 
From now on, no safe place for you online.”208 Accord-
ing to one expert, such “network exploitation is now a 
routine part of even the most low-tech, if brutal, civil 
wars, and available to those operating on a shoestring 
budget.”209 

The information density of the cyber domain clear-
ly presents liabilities for the “non-OPSEC [operations 
security] aware” foreign fighter community as posts 
and communications provide a window into identities 
and activities.210 The design of social media networks 
is based on contact chaining and associational link-
ages between individuals. This information is often 
enhanced by content-rich data, including facial imag-
es, text, video, and audio, frequently with geolocation  
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tagging and time stamps. Certain behavioral biomet-
ric signatures may also be derived from these routine 
digital activities showing patterns in how users post 
information and use their devices. Experts in the field 
claim that much of what seems to be anonymous 
digital presence is relatively easy to de-anonymize by 
correlating publicly available databases, credit card 
information, voter records, personal associations, and 
behavioral patterns—enough information to compile 
highly individualized dossiers on most general inter-
net users. Such exposure provides a powerful tool for 
diagramming a network’s composition and identify-
ing the individuals operating within them, calling to 
mind Johann Goethe’s maxim, “Tell me with whom 
you consort and I will tell you who you are.”211 

Legal scholar and retired general Charles Dun-
lap has suggested that the expanding availability of 
“big data” and new cyber tools may soon enable “the 
hyper-personalization of war,” leading to the overt 
targeting of specific individuals both on and off the 
battlefield. Dunlap notes a “nearly endless number of 
scenarios where adversaries could hyper-personalize 
conflict via cyber means.”212 This future mode of war-
fare may already be taking place, exemplified by the 
recent penetration of computer systems at the Office 
of Personnel Management, allegedly by Chinese hack-
ers associated with the People’s Liberation Army’s 
Third Department, a group charged with military-
focused cyber-intelligence gathering. These hackers 
focused specifically on the personal data, work and 
medical histories of thousands of government work-
ers, military and intelligence personnel, and defense 
contractors, including information on friends, fam-
ily members, and associates derived from security  
clearance forms.213
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One interesting facet that has evolved from the 
increased availability of open source data and social 
media content has been the democratization of intel-
ligence. During the Cold War era, the use of advanced 
technical collection platforms was limited to a hand-
ful of major military powers. However, in the age of 
iWar, small groups, commercial entities, and even 
individual actors now have the ability to gather in-
formation independently and use it for a variety of 
purposes. Retailers routinely gather detailed infor-
mation about spending habits, credit histories, web-
surfing histories, social network postings, and demo-
graphic information for market research and precisely  
targeted advertising. 

Similar methods have been used by free-lance 
intelligence analysts, impressively demonstrated in 
2013 when a blogger from England used social media 
sources to substantiate reports of the Syrian govern-
ment using chemical-weapons against opposition tar-
gets in a Damascus suburb. The same individual later 
confirmed reports that the Free Syrian Army had ob-
tained anti-aircraft guns, then was able to closely track 
the tactical progress of Syrian rebels and detail their 
development of improvised weapons.214 Another re-
cent example involved “crowd sourced” intelligence 
derived from a geotagged social media post containing 
photos of Russian military vehicles moving through 
Ukraine.215 This growing database, developed entirely 
from user-generated reports aggregated on a com-
mercial platform, has become a virtual catalogue of 
incursions by Russian troops, equipment, and cease-
fire violations.

Despite the clear value of such tools, there are sig-
nificant challenges in using much of the content ob-
tained from social media and user-generated content. 
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From an analytical perspective, there is the difficult 
task of filtering potentially useful data from the mas-
sive amount of digital clutter, noise, and misinforma-
tion. A second issue is one of attribution, specifically 
knowing the identity of the individual behind the 
information. As the classic New Yorker cartoon pro-
phetically observed in 1993, “On the internet, nobody 
knows you’re a dog.” Unlike with biometrics, online 
digital identities are created, not inherited. These are 
sometime referred to as “cyber personas” and rep-
resent how a user is identified to the larger network 
through digital attributes such as email address, com-
puter IP address, or cell phone number.216 However, 
these identities can be engineered, concealed, and  
manipulated for specific purposes.

Most savvy social media users practice at least 
some forms of operational security, while many oth-
ers intentionally operate behind veils of fictitious 
identity and deception. Cyberspace is rife with fake 
twitter accounts, digital avatars, and using anonymiz-
ing software that conceals identity. Jihadist forums 
now advise participants on sophisticated measures 
for avoiding detection when browsing, including 
steps for removing geolocation and metadata from 
cell phone images.217 Increasingly, OPSEC-savvy mili-
tants are also using encrypted messaging apps such 
as WhatsApp and Kik, or data-destroying apps such 
as Wickr and Surespot that make it very difficult for 
legitimate authorities to identify actors and track their 
communications. The vast amount of deception and 
misinformation in the cyber domain has spawned a 
cottage industry of firms specializing in verifying so-
cial media accounts using information such as geo-
tracking, metadata, speech, and content analysis to 
identify imposters and fictitious identities.218
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The challenge for legitimate operators is in linking 
the cyber persona to the individual behind the digi-
tal representation. As one cryptographer and security 
expert recently noted, “We’re living in a world where 
we can’t easily tell the difference between a couple of 
guys in a basement apartment and the North Korean 
government,” in effect creating “an arms race between 
attackers and those that want to identify them.”219 In 
response to such challenges, the CIA reportedly is 
undertaking a broad restructuring based in part on 
the realization that this new environment has funda-
mentally changed how espionage is conducted. As 
part of this new approach, the organization report-
edly will increase cyber capabilities across every cat-
egory of operations, for example, using cyber tools for 
“confirming the identities of targets of drone strikes 
or penetrating Internet-savvy adversaries such as the  
Islamic State.”220 

All of these issues link back to the foundational 
components of the iWar paradigm, individualization, 
identity, and information. As identity-based screen-
ing and personalized targeting become normalized, 
the issue of identity and attribution will only grow as 
an operational concern. For this reason, it is important 
also to consider how the concept of identity itself may 
change in the future.

iWar and the Future of Identity.

The concept of identity can be frustratingly ab-
stract, particularly as compared to more concrete as-
pects of national security strategy and warfare. Argu-
ably, the very meaning of identity is in the midst of a 
revolutionary transformation, with changes that un-
doubtedly will have major implications on how iWar 
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is waged in the future. This section briefly considers 
some of these factors and offers speculations on the 
social, economic, and technical trends likely to shape 
the meaning of identity as it relates to future national 
security challenges.

As this monograph has posited, identity within the 
iWar paradigm has become an operational “center of 
gravity” for networked adversaries, nonstate actors, 
and individual combatants. As Carl von Clausewitz 
conceptualized the term, it represents “the hub of 
all power and movement, on which everything de-
pends.”221 In conventional conflicts, this generally re-
fers to an adversary’s military capabilities, those assets 
and qualities enabling it to apply combat power on 
the battlefield. In the case of irregular warfare and in-
surgencies, the center of gravity generally is viewed in 
terms of political legitimacy, security factors, and the 
ability to exert influence over a population. At its es-
sence, it represents an adversary’s source of strength, 
as well as its greatest weakness and vulnerability.222 In 
the age of iWar, the new center of gravity has become 
identity.

The cohesiveness of a network comes from iden-
tity and the associational relationships among its 
members. Identity is what distinguishes social net-
works from bureaucracies. Whereas bureaucracies 
are depersonalized and operate on the basis of pro-
cedure and protocol, social networks derive strength 
from interpersonal connections, bonds of trust, and 
expectations that are perceived rather than codified. 
The integrity of an adversary network depends upon 
the confidence that identities can be internally trusted 
and externally protected. Denying anonymity to an 
adversary’s network deprives it of its unique power. 
As actors are identified, connections are exposed, and 
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activities are attributed, the network becomes vulner-
able. With this exposure, it loses the ability to operate, 
to maneuver, to plan, and to communicate. 

As the glue of network cohesion, it is important to 
understand how the concept of identity is changing. 
Many of these transformations are due to recent tech-
nical innovations that are changing how identity in-
formation is created, stored, exchanged, and verified. 
Additionally, social factors are eroding the state’s tra-
ditional function as the sole authority for ascribing of-
ficial identity. Individuals as well as corporations are 
taking the lead in defining new identity concepts and 
creating the context for how they are used. Economic 
forces are also playing a role, such as the personaliza-
tion of commerce and growth of the “sharing econo-
my.” These changes are introducing new mechanisms 
for identity verification, transactional attribution, and 
the increasing importance placed on reputational in-
terest. As a result, new forms of digital identity are 
evolving in order to verify who is participating in 
these exchanges and whether or not these agents can 
be trusted.

These trends suggest the beginnings of a new sys-
tem of identity governance. In this environment, indi-
viduals and commercial interests will challenge state 
authority in the mediation of identity. Governments 
will likely retain some powers to define the terms 
of official identity by means of controlling access to 
certain privileges and benefits; however, individuals 
will increasingly have the capability to control, nego-
tiate, and manipulate their own identities, particularly 
within the digital environment. Commercial interests 
will emerge as for-hire facilitators helping to manage 
these personal identities, either as an explicit customer 
service or for the purpose of commoditizing identity 
information for use by third parties.
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These changes reflect a paradox of how identity will 
evolve in society. On one hand, these technologies are 
enabling ever-greater personalization of experience. 
This is seen in the expanding use of social media, the 
individualization of education and medicine, technol-
ogies for continuous bio-monitoring, and mobile apps 
optimized for individual habits, personal preferences, 
and daily patterns of life. On the other, countervail-
ing forces are pushing for improved technical options 
to protect privacy and personal information, and to 
ensure anonymity in the digital environment. This is 
reflected in the expanding use of darknets, strong en-
cryption, and crypto-currencies providing individuals 
with the ability to communicate securely and conduct 
their transactions free from surveillance. 

Public ambivalence over privacy and personal se-
curity issues generally reflect this tension. According 
to a recent Pew survey, some 93 percent of U.S. adults 
consider it important to be in control of who can get 
information about them; however, far fewer (63 per-
cent) feel it is important to be able to “go around in 
public without always being identified.”223 Yet, survey 
results also suggest that most Americans are some-
what resigned to the fact that much of their digital 
activity does not remain private and secure, and even 
fewer feel that they have much power to control how 
this data is used.224 Furthermore, even as Americans 
profess a desire for digital anonymity, very few take 
proactive technical measures to enhance privacy or 
protect online activity from surveillance. These con-
flicting attitudes are likely to remain in tension and 
will play a significant role in shaping the future of 
identity, including its relationship to national security. 
Perhaps most importantly, the rapid pace of technical 
change likely means that government will be in a reac-
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tive rather than proactive role shaping how this future 
identity concept evolves.

One change that is likely to have major implications 
for individuals as well as governments is the idea of 
identity merger. Today, identity information remains 
somewhat heterogeneous in terms of its format and 
how it is stored and used. This traditional identity 
construct is like a two-dimensional mosaic formed 
from a plurality of nonoverlapping, distinctly format-
ted bits of information. This is represented through 
a combination of sources including state-sanctioned 
identity documents (passports and birth certificates), 
unofficial biographic information (newspaper articles, 
yearbooks, and club memberships), bio-informational 
data (medical records, prescriptions, and insurance 
documents), and digital media (social networking, 
email, and phone records). This legacy construct con-
tains an enormous amount of identity information; 
however, much of this data is highly fragmented and 
perishable (in physical form and paper records), or 
maintained in formats making the information diffi-
cult to discover, correlate, and analyze. Additionally, 
these traditional identity markers generally are based 
on explicit content and declared associations such as 
family names, phone numbers, physical address, em-
ployer, social security numbers, etc.

The characteristics of a new identity construct are 
likely to be very different from the existing paradigm. 
It will be less of a mosaic and more of a homogeneous 
composite that is defined by deeply embedded rela-
tionships derived from analytical correlations rather 
than explicit information. These implicit identities 
will not be defined by format and will blur the exist-
ing distinctions between biographic, biometric, be-
havioral, and digital information. These composite 
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identities will be persistent, cumulative, and associa-
tive—meaning that they will be based on information 
that endures forever in digital archives, is constantly 
accumulating as new data points, and contextually en-
riched through deep correlation to other people, plac-
es, and activities. These new identities will not exist as 
discrete nodes of data, but rather will be defined in the 
context of their relationship to other things. Thus, this 
future identity concept will be one that is inherently 
networked, temporally deep, and multidimensional 
in ways that current identities are not.

A hint of this future is already apparent in how 
individuals are using smart phone technologies and 
other networked devices. Many of these are already 
enabled with multi-modal biometric authentication 
(fingerprint, iris, facial, and keystroke/gesture recog-
nition). This means that any activity associated with 
a particular device can be unambiguously linked to 
other unique identity signatures such as voice and 
data transmissions, behavioral patterns, geospatial 
movements, and social network activity. One implica-
tion of this identity merger will be the potential for 
more powerful means of passive monitoring and sur-
veillance. As digital identities increasingly are merged 
with other biometric data, behavioral patterns, and 
contextual biographic information, acts of intentional 
deception may also become easier to detect. Under 
Secretary of Defense for Intelligence Mike Vickers 
recently observed how the tracking of individuals 
around the globe has become easier in recent years 
due to “the digital dust that we all leave around as we 
lead our lives.”225

Google is already demonstrating some practical 
examples of this changing identity concept with its 
Project Abacus, a real-time security system using a 
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combination of facial recognition, voice detection, and 
behavioral data to enable continuous device authenti-
cation without the use of traditional passwords.226 The 
next phase of iWar is likely to focus on such nontradi-
tional signatures and sensors able to detect and resolve 
a wide range of discrete and ambiguous identifiers. 
This will be combined with new analytical tools able 
to discover and correlate these attributes from mas-
sive data streams of heterogeneous and fragmented 
information. The final section of this monograph will 
examine several of these emerging technology areas, 
discuss the potential application of these tools, and 
consider how they may shape how iWar is waged in 
the future.

TECHNOLOGY FUTURES: WAGING  
IWAR IN THE NEXT GENERATION

The following scenario and technology discussion 
addresses three interrelated tasks that are central to 
iWar: Identity Discovery, Operational Attribution, 
and Mapping the Network. In describing these tasks, 
this section explores a number of emerging technol-
ogy areas just beyond the operational horizon. While 
intended to be realistic, it should be noted that this sce-
nario presupposes certain organizational capabilities, 
operational methods, and information sharing poli-
cies not yet in existence. Nevertheless, the hypotheti-
cal case study provides a context for examining how 
a range of new technical tools could soon be applied 
for operational use and shape how iWar is waged in 
the future.
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Task One: Identity Discovery.

A disheveled young man speaking in accented English 
enters Istanbul’s Ataturk Airport with a one-way tick-
et to Amsterdam. His shoes are covered in mud, shirt 
slightly tattered, and his appearance suggests several 
days without bathing. As he enters the immigration 
control area, the man is visibly apprehensive as he ap-
proaches the customs agent. He has no checked lug-
gage and only a small carry-on bag containing a cell 
phone, USB drive, travel documents, and a few per-
sonal items. As the agent scans his boarding card, the 
Passenger Name Record data appears on the screen 
giving the name, address and a credit card number 
associated with the ticket purchase. The agent then 
notices an alert message indicating that the passport 
number was recently listed in INTERPOL’s Stolen and 
Lost Travel Document database. On closer examina-
tion, the agent notices that the passport picture ap-
pears somewhat different from the man’s appearance. 
Based on these concerns, the suspect is pulled aside 
for secondary screening and not permitted to board 
the flight.

The first challenge of this scenario is resolving the 
identity of a suspicious individual potentially trav-
eling under false documentation. Several standard 
biometric modalities are currently in use for establish-
ing identity and screening individuals against watch 
list information. These include the most commonly 
used biometric modalities of facial, fingerprint, and 
iris. While facial recognition remains somewhat less 
reliable than other biometric modalities for identity 
verification, it has advantages over other modalities 
that typically require subject cooperation and direct 
contact. Of the standard modalities, facial recognition 
has seen perhaps the most change in recent years due 
in part to a rapidly expanding range of commercial 
applications. 
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Recent performance evaluations of facial recogni-
tion algorithms conducted by the National Institute of 
Standards and Technology reported that overall accu-
racy in the field has improved up to 30 percent since 
2010.227 For example, improved algorithms have en-
hanced applications for detecting fraudulent passport 
and driver license applications, methods for access 
control and area surveillance, and digital forensics 
in criminal investigations. Among commercial apps, 
Facebook has accumulated what experts estimate to 
be the largest facial recognition database in existence, 
used for identifying and tagging individuals appear-
ing in user-generated photos.228 According to the com-
pany’s research team, its face matching software has 
achieved over 97 percent accuracy for matching faces 
between two unfamiliar photos, performance levels 
roughly equivalent to human capability. This includes 
photos taken under variable lighting conditions and 
even in some cases where the subject is not facing  
directly into the camera.229

Conventional facial recognition apps generally 
work by applying algorithms to extract features from 
images using one of two approaches. The first is geo-
metric, or feature based, which decomposes the facial 
structure into components known as eigenfaces. These 
components are then compared with other images by 
measuring distance between respective features. A 
second approach, referred to as photometric, or view 
based, uses a statistical approach for distilling an im-
age into values and comparing them with known 
templates.230 With either method, the major technical 
challenges include dealing with low-quality images, 
changes in subject appearance, and pose variations.231 
Additionally, there are a number of technical limita-
tions in terms of capturing usable imagery at long 
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distances, during nighttime, and from low-resolution 
images of the kind obtained from webcams, ATM 
cameras, or surveillance video.232

Facial identification based on a combination of 3D 
data and infrared images has been demonstrated as one 
potential method for enhancing current approaches.233 
This can be accomplished by converting 2D images to 
3D avatars, using mathematical modeling in order to 
capture data lost in standard images. Additionally, 
3D image scanning combined with thermal modeling 
offers a means of potentially overcoming challenges 
with pose variation and lighting conditions that can 
reduce accuracy. These methods are also technically 
more difficult to spoof than standard approaches. 

Current 3D scanning technologies are better suited 
to access control rather than surveillance; however, 
other developments may soon offer expanded utility. 
Some of these include the use of face-texture analysis, 
improved algorithms for image extraction from in-
frared video, as well as methods for using composite 
images derived from multiple video frames.234 Other 
approaches involve the use of 3D topology and cam-
eras that are able to capture data outside the visible 
spectrum such as near-infrared and long-wave infra-
red thermal. Such methods might also be used to col-
lect physiological signatures, including temperature, 
pulse, and blood pressure.235 

Beyond imaging technologies, the next major gains 
in facial recognition are likely to come from a com-
bination of increased processing power and improve-
ments in the use of artificial intelligence (AI). AI refers 
generally to the subfield of computer science dealing 
with algorithms focused on tasks traditionally requir-
ing human analysis such as visual perception, speech 
recognition, and abstract problem solving. AI is often 
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associated with the concept of “big data” due to the 
fact that these large datasets generally must be ana-
lyzed through computational methods. AI algorithms 
are generally very useful for analyzing and interpret-
ing this data to reveal patterns, trends, and embedded 
associations.236 Within the field of AI, a distinct area 
called machine learning involves the use of specialized 
algorithms able to “learn” from the data itself and of-
fer predictive models by analyzing patterns. One class 
of machine learning known as “deep learning” uses 
mathematical formulas to replicate “neural networks” 
by simulating the analytical processes of the human 
brain. These methods have demonstrated significant 
potential for improving the accuracy and power of ex-
isting biometric modalities, particularly in the areas of 
facial, speaker, and voice recognition.

The concept for neural networks has existed for 
several decades; however, practical applications were 
limited by computing power and the lack of sufficient-
ly large datasets to optimize “training.” This training 
occurs by process repetition that “teaches” the com-
puter how to recognize increasingly more complex 
features contained within the data, such as from col-
lections of images or sound files. For example, one of 
the more famous technical challenges in the field of 
image recognition involves the relatively simple hu-
man task of teaching a computer to identify images of 
cats among a collection of unrelated photos. Recently 
Google researchers demonstrated a significant im-
provement at this task, using deep learning methods 
to sort through and identify target images from some 
10 million examples contained in YouTube videos.237 
Similar methods have been used to increase the speed 
and accuracy of commercial image recognition ap-
plications such as those used by Facebook, Google,  
Microsoft, and Twitter.238 
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The application of deep learning methods and 
neural networks are likely to offer significant perfor-
mance improvements for image and video analytics, 
potentially enabling rapid searches and matching 
from enormous repositories of media files. This task 
represents one of the major technical hurdles in the 
era of “big data.” For example, the FBI’s biometric 
database is expected to contain some 52 million facial 
images by 2015, while the Department of State already 
has an even larger holding of photos from visa appli-
cants.239 Sorting through these repositories presents 
a relatively well-defined task of matching within a 
closed system containing uniform data and strict con-
trols on image quality. However, a much greater tech-
nical challenge is involved in exploiting information 
from unstructured databases such as sifting through 
massive amounts of social media content in search of 
meaningful correlations. This is especially true for col-
lections containing ambiguous, unformatted content 
or files with associated metadata. Other challenges in-
volve matching heterogeneous data such as the task of 
comparing images obtained from visible light versus 
near-infrared systems.

Several recent prototypes have demonstrated how 
neural networks might help to overcome some of these 
limitations such as the ability to identify facial images 
captured at an angle or when partially occluded. Re-
searchers have applied these methods to improve au-
tomated detection algorithms for video files, moving 
the technology a step closer to having the capability of 
real-time analysis of digitized video or closed-circuit 
television (CCTV) footage.240 The future gold standard 
for facial recognition will be the capability for noncon-
tact collection, at a reasonable range, among multiple 
individuals, with near real-time identification. Some 
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currently available technologies hint at the direction 
this capability may move. For example, one new com-
mercial product is able to capture facial images from 
live video feeds, then instantly compile any identity-
related content from social media sites and other open 
sources to create a real-time subject profile.

There have also been recent improvements in 
existing technologies for enhancing the speed and 
flexibility of biometric enrollment, such as collecting 
iris images in just a few seconds and the capability 
for noncontact fingerprint capture. High-resolution 
cameras are now producing recognition-quality im-
ages from a distance of several meters under certain 
conditions, with some prototypes even extending this 
effect range out to 100-200 meters.241 One potential 
use of this capability was recently demonstrated by a 
group claiming to have obtained a useable fingerprint 
biometric from the German Defense Minister derived 
only from a digital photograph, taken at a distance, 
during a public speaking engagement. The image re-
portedly was obtained using a commercially available 
digital camera and a common fingerprint scanning al-
gorithm.242 Various methods are also in development 
for noncontact fingerprint recognition on mobile and 
other digital devices. Similar progress is being made 
in capturing useable iris data under bright sunlight 
conditions—a major limiting factor of this modality.243 
Another company has demonstrated an iris scanning 
prototype able to collect usable images at more than 
30 yards against a stationary subject; however, such 
technologies remain years away from operational 
use.244 Other efforts are exploring variations on the ba-
sic modalities such as using the blood vessel patterns 
in the eye which, unlike iris and retinal scans, can be 
captured with standard digital cameras rather than 
infrared light emitters.
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Among the standard modalities, another impor-
tant goal involves improved methods for multi-modal 
data integration, specifically bringing together iris, fin-
gerprint, and facial imaging into a composite “pattern 
of life” profile of individual subjects.245 Beyond these 
technologies, a number of nontradition biometric mo-
dalities are gradually moving toward operational use, 
including vascular pattern, ear structure, hand geom-
etry, gait, odor, palm print, and electrocardiograph. 
Another nontraditional modality now being used on 
a wider scale is the identification of scars, marks, and 
tattoos. The FBI’s next generation identification data-
base recently integrated this capability, offering both 
image matching and queries based on descriptive key 
words.246 While not uniquely identifying in isolation, 
such tools offer another means for multi-modal verifi-
cation that potentially improves accuracy when linked 
with other attributes such as DNA profiles, biographic 
data, behavioral patterns, and digital and media sig-
natures.

Another modality with recent gains in perfor-
mance has been the field speaker recognition. As a 
biometric, automated speaker recognition systems can 
“extract, characterize, and recognize the information 
in the speech signal conveying speaker identity.”247 
Generally this can be done with just a brief voice sam-
ple providing enough data to measure an individual’s 
unique vocal traits and produce a biometric quality 
“voiceprint.” Many current efforts in the field have 
been focused on identity authentication and fraud de-
tection for use in banking services, call center opera-
tions, and for digital device interface. This has led to 
a rapid expansion in the number of individuals using 
this technology with one industry research study es-
timating that, by 2019, some five billion people will 



94

have created a personal voiceprint.248 Experts specu-
late that some 65 million unique voiceprints may al-
ready be contained in U.S. law enforcement and in-
telligence community databases—a number certain to 
expand exponentially in coming years.249 

As a biometric, voice offers several distinct ad-
vantages over other modalities. It has been called an 
“invisible” biometric since it does not require direct 
contact for collection as voiceprints can be obtained 
from a range of sensors (microphone, telephones, 
computers, etc.). However, there are several limita-
tions of current technology, including difficulty in 
cross-channel comparisons between landline, cellular, 
or microphone recordings, as well as issues dealing 
with ambient noise, language variations, or unusual 
phonation such as whispering. Another major techni-
cal challenge entails dealing with overlapping speech 
from multiple speakers on a single audio sample.250

Once voice data is collected, the traditional ap-
proaches of speaker recognition generally apply sta-
tistical models to represent variations in sound forms, 
or phonemes, unique to an individual’s voice.251 Hid-
den Markov Models (HMM) have been the dominant 
statistical technique for text-dependent speaker rec-
ognition (when there is prior knowledge of the text 
to be spoken). A related method, known as Gaussian 
Mixture Models, is often used for text-independent, or 
extemporaneous speech, not requiring cooperation by 
the speaker. In both cases, digitized voice patterns are 
compared to stored voiceprints in order to produce a 
recognition decision. Similar statistical models are ap-
plied to other pattern recognition tasks such as natural 
language processing, handwriting, and gesture analy-
sis. The HMM method is behind the Army’s current 
VIBES prototype used for identifying and tracking 
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individuals and analyzing tactical communications 
networks.252 

As with facial recognition technology, recent ad-
vances in machine learning and increased processing 
power have led to significant performance improve-
ments. Neural networks are now being used on large 
databases of sound files for identification of progres-
sively more complex combinations of phonemes. This 
enables the programs to “learn” over time, without 
human intervention and better deal with ambiguity 
in syntax as well as variations in usage and dialect. 
Deep learning methods and neural networks may also 
provide approaches for enhancing low-quality sig-
nal data by filtering out unwanted sounds, removing 
noisiness, and even disambiguating multiple voices on 
a single channel.253 This could also overcome some of 
the technical difficulties encountered with audio type 
mismatch. The Defense Advanced Research Projects 
Agency (DARPA) is exploring solutions to some of 
these issues through its Robust Automatic Transcrip-
tion of Speech program aimed at separating speech 
from background noise as well as related tasks such as 
determining the languages being spoken from an au-
dio file and isolating key words within that sample.254

Researchers are also experimenting with novel 
applications derived from voiceprint data such as de-
termining an individual’s emotional state. One such 
example involves biomedical screening of neurologi-
cal disorders using a combination of markers derived 
from motor control functions linked to speech and 
facial expression. A team from the Massachusetts In-
stitute of Technology’s (MIT) Lincoln Laboratory re-
cently demonstrated an application using facial and 
vocal biomarkers as a predictive tool for analyzing 
an individual’s cognitive state.255 The Department of 
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Homeland Security is exploring related capabilities 
for use in checkpoint screening, for example, using a 
combination of facial movements, voice samples, and 
physiological sensors for detecting respiratory, cardio, 
thermal, and iris reaction as a means of identifying 
hostile intent or suspicious behavior among crowds.256 

Some researchers speculate that these methods 
may soon enable computers to surpass humans in the 
ability to perceive basic emotions. DARPA has dem-
onstrated the utility of automated tools for identify-
ing psychological distress, depression, and anxiety.257 
There have also been successful examples of applying 
facial recognition software to code emotional expres-
sions based on distinct movements of facial muscles, 
eyes, cheeks, lips, and other features. A recent com-
mercial prototype achieved an accuracy rate on the or-
der of 97 percent in the identification of six basic emo-
tions, and 77 percent for some compound emotions.258 

Beyond the standard modalities, the growing field 
of behavioral biometrics potentially offers a range 
of new methods for establishing identity by indirect 
means. In general terms, behavioral biometrics refers 
to characteristics that are learned or acquired over 
time rather than those based primarily on biology. For 
instance, these include skills, style, preference, knowl-
edge, and motor skills that people use to accomplish 
everyday tasks.259 Some common examples in current 
use involve handwriting, keystroke, mouse dynamics, 
or walking gait analysis. Other examples include the 
identification of distinguishing behavioral patterns 
derived from activities such as email routines, device 
interactions, and credit card usage.

Behavioral biometrics has a number of advantages 
over traditional biometrics, most notably the potential 
for remote or noncompliant collection. Although be-
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havioral biometrics are often less accurate than bio-
logic measures, they can be used in conjunction with 
other modalities or applied indirectly for identifying 
characteristics of individuals within a larger popu-
lation. For instance, this might include identifying a 
group of individuals with a distinguishing attribute 
such as word knowledge, mathematical aptitude, or 
skill at a specific task such as speaking a foreign lan-
guage or flying an airplane. While not uniquely iden-
tifying in isolation, such contextual information could 
be useful in analyzing networks by categorizing the 
functions of individual members or network nodes.

Other activity patterns such as email usage or 
web surfing offer the possibility of deriving unique 
user identification with the advantage of nonobtru-
sive collection. Multiple studies have demonstrated 
how unique behavioral profiles can be derived from 
the peculiarities of email usage, including message 
stylization, temporal activity, structure, and other 
variables.260 This has obvious applications for resolv-
ing ambiguous identities derived from user accounts 
shared by multiple individuals or accessing public 
computers. Similar applications have been developed 
to spot aberrant behavior on social media platforms 
and detecting fake Twitter and Facebook accounts. 
Analysis of behavioral patterns can help confirm the 
authenticity of anonymous actors on social media 
or detect pattern similarities between multiple users 
across platforms. Behavioral biometrics can also be ap-
plied to help identify online deception campaigns by 
analyzing linguistic cues, usage patterns, social con-
nections, and physical locations to classify the identi-
ties behind the posts. For example, similar methods 
were recently used to analyze postings from Russian 
military personnel suspected of mobilizing for opera-
tions in Ukraine.261
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Another example of a common behavioral biomet-
ric is the use of credit card patterns for fraud protec-
tion by the banking industry. This technique applies 
statistical methods to identify aberrant behaviors such 
as unusual transactions, new geographical locations, 
or simultaneous card use at multiple locations. One 
vendor in the field has refined a method for analyzing 
more than 400 bio-behavioral, cognitive, and physi-
ological traits to create highly individualized user 
profiles.262 These techniques have become common-
place in bank security and other applications where 
anonymous metadata can be used to analyze an in-
dividual’s unique behavioral attributes. A team from 
MIT’s Media Lab demonstrated this capability when 
they identified some 90 percent of individuals from a 
sample group based only on the dates and locations of 
a handful of credit card transactions combined with 
social media metadata. This was accomplished with-
out prior knowledge of names, addresses, or other in-
formation relating to the cardholder.263

Behavioral biometrics are also modernizing ap-
proaches to traditional modalities such as writing 
analysis, a technique used for many years as an iden-
tifying tool in document forensics. However, in the 
digital age, there are fewer written documents avail-
able for analysis; therefore, methods have evolved for 
analysis of “digital handwriting” or dynamic signa-
tures based on the unique way a user types, holds, 
and manipulates a digital device. These techniques 
are now being applied for identity authentication 
with mobile devices using cognitive-biometric at-
tributes based on factors such as handedness, hand 
tremor, eye-hand coordination, keystroke analysis, 
and other identifiable patterns embedded within 
human-machine interactions.264 Research has found 
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these behavioral patterns to be “complex, nuanced, 
and instinctive,” therefore a highly accurate method 
of identifying individuals.265 Some recent commercial 
examples of advanced dynamic signature authentica-
tion can track unique identity attributes across four 
dimensions, including pressure, swiftness, and shape 
of finger strokes against a touch screen, as well as the 
speed and acceleration of gestures.266

Specialists in the field have also applied deep 
learning techniques for analysis of gesture and motion 
control to enable unique activity recognition. Some 
research suggests that these motion patterns are just 
as identifying as fingerprints. For example, one recent 
experiment used unique “egocentric video biomet-
rics” derived from raw video footage taken from head 
and body-mounted cameras. In this case, the unique 
biometric markers were obtained from as little as four 
seconds of footage by tracking “optical flow” through 
each frame of the video.267 One potential application 
would be an ability to locate all videos shot by a single 
user from within a large database of digital files, even 
without descriptive metadata. Another recent demon-
stration applied deep learning methods to improve the 
performance of built-in sensors on mobile devices (ac-
celerometers, cameras, and microphones) in order to 
classify whether a user was performing certain kinds 
of activities.268 Similar techniques have been developed 
for biometric authentication from computer mouse 
manipulation and fitness tracking devices. Most of 
these behavioral biometric applications are now be-
ing used for improving device security; however, they 
potentially provide a means of remote identification. 
This could be invaluable information when combined 
with precise geolocation from a mobile device or cor-
relation with other social media activity. As humans 
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increasingly maintain near-continual interaction with 
their digital devices, the field of behavioral biometrics 
will offer techniques well-suited for deriving identity 
information from these activities.

Another field of emerging biometric modalities is 
the area of “soft biometrics.” These are characteristics 
with identifying qualities but lacking distinctiveness 
and permanence to differentiate positively between 
any two individuals.269 Examples include traits such 
as gender, hair color, height, weight, body propor-
tions, eye color, or ethnicity. Another category of soft 
biometrics includes activity-based characteristics such 
as uniquely acquired skills or specialized knowledge. 
Although less identifying than standard modalities, 
soft biometrics can offer some advantages over bio-
logic and behavioral attributes as a tool for screening 
and analysis. First, much of the data can be obtained 
nonobtrusively or derived from low-quality video 
footage, thus making it useful for high-throughput 
surveillance applications. Second, unlike technical sig-
natures, soft biometrics can be expressed more easily 
in natural language, thus making for easier categoriza-
tion based on verbal descriptions of physical charac-
teristics.270 This issue relates to the so-called “semantic 
gap” or the difference between how humans verbally 
express distinct physical attributes versus how they 
are represented as biometric signatures.

The central problem of the “semantic gap” is that 
physical descriptions from eyewitness reports are not 
easily translatable into machine language for comput-
er assisted search and analysis. Some new approaches 
in this area involve improved translation of semantic 
descriptions into usable categorizations for an auto-
mated search of images and surveillance video.271 This 
kind of semantic labeling potentially provides a pow-
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erful enhancement for computer-assisted screening. 
This may lead to improved algorithms for matching 
eyewitness sketches with digital face images. Other 
researchers have demonstrated how generic attribute 
descriptions such as clothing types, hair color, and 
gender can be used as criteria for an automated search 
through large volumes of surveillance video data in 
order to find persons matching a particular subject 
profile.272 While these methods are currently limited 
by factors such as video quality and crowd density, 
with improvement they may offer another useful tool 
in combination with other biometric modalities and 
contextual information. See the following scenario.

Based on the INTERPOL alert, the suspect was held 
for additional questioning. After refusing to discuss 
his identity or explain the discrepancies from the 
passport photo, the Directorate General of the Turkish 
National Police sent his basic biometric data (iris, fin-
gerprint, and facial scan) through the local INTERPOL 
liaison office for analysis. Within the hour, the INTER-
POL HQ notified the Turkish authorities that the pass-
port had been reported stolen some 6 months prior. 
INTERPOL also reported that the suspect had been 
declared a person of interest by the U.S. Government 
based on a match from the FBI’s biometric repository. 
Based on this information, the U.S. legal attaché at the 
American Embassy in Ankara requested that Turkish 
authorities keep the man in custody pending further 
investigation. At the request of the U.S. ambassador, 
a regionally based Identity Resolution team was de-
ployed to Istanbul to assist Turkish authorities in the 
ongoing investigation.
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OPERATIONAL ATTRIBUTION

The next section discusses emerging technologies 
that could be applied to the task of operational attri-
bution, or the linking of an identity to specific loca-
tions, incidents, and activities. These include a variety 
of biometric, forensic, and analytical tools that could 
be leveraged to assist in developing a subject’s opera-
tional profile. See the following scenario.

Twenty-four hours later, the Identity Resolution team 
arrived in Istanbul and began work in collaboration 
with local authorities. During the preceding day, a 
check of U.S. Government databases resulted in a 
confirmed match from the DoD’s Biometric Enabled 
Watchlist. The information revealed that the suspect 
had been held at the U.S. detention facility at Camp 
Bucca, Iraq, in 2008 following a Special Operations 
raid against a suspected IED production facility. The 
man was released to Iraqi authorities some 17 months 
later. The report further identified the man as a British 
national of Jordanian descent. Additional information 
provided by Dutch authorities through INTERPOL 
indicated that the man had resided temporarily in 
Amsterdam a year earlier; however, he departed that 
country and was suspected of participating as a for-
eign fighter in Syria. Based on this initial information, 
the Turkish authorities provided the Identity Reso-
lution team with access to the man’s cell phone and 
personal items. During a subject interview the team 
collected a voiceprint for analysis and received per-
mission to take soil samples and trace materials from 
his clothing, as well as a buccal swab for DNA analy-
sis. Turkish authorities also provided CCTV video of 
the man’s arrival and movements through the airport.

Over the last decade, there have been major ad-
vances in the use of DNA analysis for military and 
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security functions. As a tool for identity verification it 
offers the advantages of being unique and unalterable. 
Like fingerprints, DNA is a latent identifier, meaning 
it can be obtained forensically without direct physical 
contact with a subject. It also offers a higher match-
ing confidence than any other biometric and forensic 
method. For example, there is approximately an 86 
percent chance of correctly matching a latent finger-
print against a record in the FBI’s biometric database. 
Conversely, DNA forensics provides near perfect 
statistical assurance of matching when samples are  
properly collected and processed.273

Currently, the most common technique used for 
forensic DNA analysis is the short tandem repeat 
(STR) process that evaluates specific STR regions 
found in nuclear DNA.274 The STR profile provides the 
individual’s unique genotype based on regions of the 
chromosome, called loci, having a high degree of vari-
ability between individuals. STR analysis is typically 
used for body fluids, skin cells, bones, and hairs, and 
offers an extremely accurate method for identifying a 
particular individual as the source of an evidence sam-
ple.275 STR analysis has advantages over other meth-
ods in terms of sensitivity, shorter processing time, 
and a higher level of statistical discrimination. Once 
a sample is processed, this data can be translated into 
a CODIS-compatible message format then uploaded 
into a DNA database.276 Y-STR analysis is a similar 
method used exclusively on the male Y-chromosome. 
This technique is often applied for genealogical and 
paternity testing, sexual assaults, missing persons, 
and some intelligence applications; however, due to 
the fact that multiple relatives share the same Y-DNA, 
it is not yet possible to derive unique identifications 
from this analysis. The expeditionary forensic labs de-
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ployed in Iraq and Afghanistan generally used a com-
bination of these methods of nuclear DNA analysis.

Traditionally, the sequencing process has been 
the major bottleneck of DNA forensics; however, pro-
cess improvements, miniaturization, and automation 
have greatly reduced many of these hurdles. Recent 
advances in mircofluidics, the handling of very small 
volumes of fluids, has revolutionized DNA analysis 
and enabled high-throughput sequencing. These new 
“rapid DNA” methods generally describe a fully au-
tomated (hands-free) process for developing CODIS 
core STR profiles from reference samples. Various 
commercial providers offer fully integrated systems 
capable of performing STR analysis in less than 2 
hours. Rapid DNA instruments are not yet approved 
for domestic crime scene forensics; however, the FBI 
Laboratory and federal agencies, including the U.S. 
Army Crime Laboratory, are conducting test and eval-
uation for future accreditation and operational use.277

Another limitation of current technologies is the 
need for trained technicians working in controlled 
laboratory environments; however, recent prototypes 
are overcoming many of these challenges. One recent 
example is the accelerated nuclear DNA equipment 
(ANDE) system, a device about the size of a desk-
top printer and able to process as many as five DNA 
samples in 90 minutes. Importantly, this system can 
be operated by nontechnical personnel, outside of a 
laboratory setting, and reliably produce forensic-qual-
ity STR profiles that are fully compatible with CODIS 
message format.278 U.S. Special Operations forces have 
already used similar devices in forward locations and, 
within the next 5 years, hope to field-test a miniatur-
ized, battery-powered version of DNA readers, allow-
ing forces to collect DNA in a tactical environment 
and instantly compare results to a remote database.279
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In the next major advancement, next generation 
sequencing (NextGen DNA sequencing) methods will 
soon offer powerful new capabilities using single-
nucleotide polymorphisms (SNP) analysis based on 
variations at a single site in the DNA. These sites are 
scattered throughout the human genome and play 
a large role in determining an individual’s suscepti-
bility to disease and response to vaccines and other 
environmental agents. NextGen DNA sequencing 
methods use exome sequencing (a subset of all DNA 
across all chromosomes) to analyze thousands more 
SNPs at a time and produce a higher level of discrimi-
nation than current STR analysis, even from degraded 
samples.280 These techniques can help to overcome 
one of the significant limitations of current STR anal-
ysis, specifically the challenge of dealing with DNA 
mixtures involving genetic materials from multiple 
individuals. This is a significant concern in scenarios 
such as IED factories or crime scenes where more than 
one person has handled physical evidence. NextGen 
DNA sequencing will offer more robust capabilities 
for characterization of these identities as well as de-
creasing the cost and speed of analysis.281

The SNP profiles derived from NextGen DNA se-
quencing methods have also demonstrated significant 
potential for analyzing variations between individual 
genomes, opening a door to novel applications be-
yond basic identification matching. These may include 
deriving bio-geographic ancestry, extended kinship 
mapping, and surname prediction from genetic sam-
ples.282 Such methods could be particularly useful in 
geographic regions where there are dense familial and 
tribal relationships that are closely related to targeted 
networks. These methods have already been used for 
deriving familial relationships from unknown DNA 
samples as part of criminal investigations.283
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Even with the increased analytical power of cur-
rent methods, SNP genotyping still uses less than 0.1 
percent of human genetic material. However, advanc-
es in high-throughput sequencing will soon offer the 
potential for whole genome analysis, leading to im-
proved prediction of visible physical characteristics, 
also known as forensic DNA phenotyping.284 Full ge-
nome analysis has already demonstrated reasonable 
accuracy in predicting features such as eye and hair 
color. Some experts suggest it may soon predict skin 
color, freckling, baldness, hair curliness, tooth shape, 
and even age. One research team recently demon-
strated a three-dimensional modeling program able 
to depict a “genetic face” based on sex and ancestry 
mix determined from the DNA. The image can then 
be refined based on 24 genetic variants from 20 genes 
known to be involved in facial variation.285 While in-
triguing, such applications are still new, controversial, 
and not yet permissible in most legal proceedings.

The complexity and expense of whole genome 
sequencing has dropped dramatically in recent 
years, from millions of dollars a decade ago to a few 
thousand at present. In addition to a wide range of 
medical applications, this capability could also offer 
improved techniques for epigenetic analysis, or inter-
pretation of gene expressions caused by specific envi-
ronmental exposure to chemicals, radiation, or other 
agents. This could lead to more detailed subject trait 
profiles based on nothing more than residual DNA. 
Another potentially useful application emerging from 
whole genome sequencing will be powerful capabili-
ties for metagenomic analysis of materials obtained 
from environmental samples. This could offer unique 
characterization of microbial ecologies, for instance, 
analyzing the recent movements of a subject based 
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on evidence from trace soil, microbial organisms, or 
pollen samples. This might also be used to detect re-
cent exposure to chemicals or precursor materials of  
interest.286 See the following scenario. 

As the investigation continued, the Identity Resolu-
tion team obtained initial results from the DNA analy-
sis. The suspect’s profile matched an unidentified 
sample catalogued in late-2009 from forensic evidence 
found at an IED factory in Iraq. Several days later, 
the team received results from geo-forensic analysis 
of trace samples obtained from the suspect’s cloth-
ing. This determined that the dried soil on the man’s 
shoes and pollen in his clothing were consistent with 
soil texture and vegetation types common in northern 
Syria, suggesting recent travel from that region. This 
suspicion was corroborated by exploitation of the cell 
phone’s metadata that provided time and locations of 
the suspect’s most recent travel. The cell phone also 
contained personal identifying information for a num-
ber of associates, including names, addresses, tele-
phone numbers, e-mail addresses, chat user names, 
and recent text message exchanges with individuals 
suspected of having links to a known foreign fighter 
facilitation network. The browser cache also contained 
a record of several recently accessed social media sites. 
A number of short videos were extracted from the 
phone’s on-board memory to be analyzed and com-
pared against other media samples posted to online 
forums frequented by the foreign fighter community. 
Additionally, the phone’s internal sensor data was 
used to create a biometric profile from stored gesture 
patterns and keystroke history. Based on the develop-
ing body of evidence, the U.S. legal attaché requested 
that Turkish authorities continue to hold the suspect 
as the investigation continued.
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MAPPING THE NETWORK

Once operational history is established, the next 
step involves linking identity to other activities, lo-
cations, and a wider network of relevant actors. One 
of the major analytical challenges in this task is un-
covering the implicit network connections contained 
within enormous amounts of unstructured data. As 
Director of National Intelligence James Clapper re-
cently explained, in the era of big data, the challenge 
is finding the needles without having to deal with the 
haystacks.287 The next section explores some recent 
advances in areas such as video analytics, natural 
language processing, and data management, specifi-
cally exploring how these technologies are improving 
methods for sorting, correlating, and analyzing infor-
mation from a variety of sources. See the following 
scenario.

As the investigation continued, DNA kinship analysis 
compared with the CODIS database suggested a pos-
sible familial link between the suspect detained in Tur-
key and another man recently arrested during an FBI 
raid against a suspected terror cell in Atlanta, Georgia. 
The cell was accused of conducting pre-operational 
planning for a possible attack against a U.S. Federal 
building. Materials seized during the raid included 
a laptop with pdf. files containing handwritten notes 
and bomb making instructions. Handwriting and con-
tent analysis from the document files suggested a like-
ly match to several documents found in the files of the 
suspect in Turkey. The laptop seized during the Atlan-
ta raid also contained several video clips taken at an 
unidentified terrorist training camp. Gesture control 
analysis from the clips matched those of the video seg-
ments obtained from the suspect’s cell phone, suggest-
ing that a single individual using that phone camera 
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had recorded all of the training camp videos. Content 
analysis of the video, including activities, landscape, 
and individuals, also matched similar videos posted 
on several social media sites frequented by extremist 
groups. From this data and other supporting informa-
tion, the location of the camp was narrowed to a few 
likely sites. These materials also provided evidence 
of a direct operational linkage between the suspect in 
Turkish custody and the planning cell in Atlanta.

The last few years have seen significant advances 
in video analytics, particularly the use of artificial in-
telligence for improved content analysis. This field of 
“computer vision” focuses on these automated meth-
ods for processing, interpreting, and analyzing image 
content. Most conventional methods for sorting and 
correlating bulk video data still rely on metadata in-
formation such as titles and text comments associated 
with the media rather than the actual content. This 
presents a major challenge for conducting large-scale 
multimedia data retrieval, queries, and analysis based 
only on metadata keywords. Another approach has 
been to use model-based semantic analysis for identi-
fying content relating to a predefined set of activities. 
As with other tasks involving complex probabilistic 
modeling, HMM and related methods has been one 
approach for pattern recognition of video content.288

Artificial intelligence and deep learning methods 
have potential for improving content-based analysis 
and aiding discovery of contextual relationships be-
tween video data, other media, and information. One 
recent demonstration involved training a computer to 
distinguish between a group of men playing Frisbee 
and a herd of elephants walking in the grass.289 While 
seemingly a basic task for humans, this represented a 
major technical achievement for computers. The evo-
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lution of such tools will be critical for rapidly catalog-
ing and analyzing the millions of digital images and 
video files generated and uploaded onto the Internet 
each day—an amount that already greatly exceeds 
what can be done by human analysis. One example 
highlighting the great potential in this area was re-
cently demonstrated in a commercial application us-
ing deep learning software to analyze videos rapidly 
and recognize some 10,000 different objects and types 
of scenes within the collection of clips.290 The software 
was even able to derive and identify abstract descrip-
tive concepts such as “fun.”

A related analytical challenge concerns training 
computers to interpret and extract highly nuanced 
content features such as defined social roles. For exam-
ple, one recent prototype demonstrated the ability to 
identify the most important individual among a group 
of people appearing together in a photo.291 This sort of 
task depends on deriving complex semantic meaning 
from subtle visual cues, then translating these visual 
indicators into useful text descriptions that can be un-
derstood by humans or used in computational analy-
sis. Researchers at Google recently demonstrated such 
a method of translating complicated images into short 
descriptive sentences. The approach involved train-
ing neural networks on two separate but related tasks: 
first, processing images into mathematical represen-
tations based on content, then, second, translating 
that information into a human-readable text. In this 
case, the neural network was “trained” from tens of 
thousands of images that were already tagged with 
descriptions written by humans.292

There is related work in this field on improved 
methods for document authentication and determin-
ing image provenance, a particularly useful tool, giv-
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en recent examples of image manipulation being used 
as part of information campaigns. For example, dur-
ing the 2014 offensive by the Islamic State into Iraq, 
militants posted pictures of captured helicopters and 
tanks allegedly taken from Iraqi security forces; how-
ever, analysis later revealed that many of the images 
posted on social media sites turned out to be older file 
photos. Iran, Russia, and others have also used manip-
ulated images for the purpose of disinformation and 
deception. One effort focused on overcoming such 
challenges is the Intelligence Advanced Research Proj-
ects Activity “Finder” program designed to help ana-
lysts locate non-geotagged imagery from collections 
of photographs or video clips. This could leverage on-
line crowd-sourcing tools or use image matching tech-
niques based on large reference databases of overhead 
and ground-based images, including features such as 
elevation data, surface geology, ground vegetation, 
local geography, and embedded cultural information. 
Prototype testing has demonstrated some initial suc-
cess using data-rich video and imagery files contain-
ing relatively recognizable features. However, even in 
the case of remote locations with less embedded data, 
the tools were still able to significantly narrow down 
the search region in some cases.293

As with image and video data, the exponential 
growth of text-based document and media files pres-
ents similar technical challenges for analysts. This is 
the general focus of Natural Language Processing 
(NLP) technologies, a field of computer science deal-
ing with the task of enabling computers to derive 
meaning from human language inputs. NLP touches 
on many of the functional areas already discussed, 
including tasks such as speech recognition, machine 
translation, and automated document classification. 
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As with image analysis, the ability to derive contex-
tual meaning from large amounts of unformatted data 
and bulk media files is critical for entity discovery and 
mapping network relationships. 

Traditional NLP approaches have applied machine 
learning approaches and statistical models to make 
probabilistic determinations based on comparisons 
to a corpus of sample texts available in digital data-
bases and online collections. This is essentially how 
Google’s voice and translation applications work, by 
making comparisons to previously translated docu-
ments found around the web then determining most 
likely matches.294 Once natural language inputs are 
converted into homogenous data sets, this enables 
easier discovery of identity attributes and relationship  
extraction.

As in other areas, advances in artificial intelligence 
show great promise for improving the accuracy of 
NLP methods, particularly in the areas of information 
retrieval and data correlation. Importantly, many of 
these techniques go far beyond basic machine transla-
tion and optical character recognition. These methods 
may soon enable computers to derive deeper semantic 
meaning and higher-level functions such as sentiment 
analysis of social media and advanced data visualiza-
tion based on embedded linkages between people, 
places, and activities contained within large amounts 
of unstructured data. 

Some current applications are already appearing in 
the commercial sector, for instance, using NLP meth-
ods for interpreting social media inputs and logically 
recommending appropriate hashtags and improved 
methods for understanding a user’s implicit inten-
tions behind a series of words entered into a search 
engine.295 One artificial intelligence company has 
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applied NLP technologies to enable real-time analy-
sis of multiple communications channels, including 
news sites, blogs, online forums, and social media to 
help identify emerging trends and unique behavioral 
patterns.296 Importantly, these systems are moving 
toward an ability to derive contextual meaning with-
out requiring a human analyst in the loop. Both the 
Defense and Intelligence Advanced Research Projects 
Agencies have multiple programs in this area and are 
attempting to apply these technologies for defense 
and intelligence use. See the following scenario.

Over the next several weeks, the investigation contin-
ued with an analysis of the suspect’s digital presence 
through social media activity, browsing history, and 
contacts obtained from the phone’s data cache. This 
analysis revealed several useful linkages between var-
ious on-line profiles, tweets, geotagged posts, images, 
and video content linked to a blog. The correlation of 
these digital signatures provided a basic pattern of life 
based on recent activities, locations, interactions, and 
communications through various social media chan-
nels. As the team reconstructed the suspect’s digital 
identity map, the investigators were able to infer latent 
social networks based on correlation with other users 
sharing similar patterns, habits, locations, and seman-
tic content. This evidence suggested links to several 
key nodes of a foreign fighter facilitation network and 
the location of a previously unknown processing facil-
ity for newly arriving recruits. Further analysis of pro-
paganda videos posted to several social media sites 
produced additional high-probability matches with 
the suspect’s facial image, gait, and voiceprint. Sepa-
rately, the results of a full genome DNA analysis sug-
gested a possibility of the suspect’s recent exposure to 
precursor chemicals commonly used as accelerants for 
bomb making.
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The final section examines how analytical tools 
for social media and other “big data” sources may of-
fer new capabilities for linking identity signatures to 
larger network structures, possibly even enabling im-
proved methods for predictive analysis. Social media 
analysis offers another means of identity discovery 
and attribute linage across wider networks. Many ap-
proaches in this area are based on the study of graph 
analytics, an interdisciplinary field concerned with 
information extraction, data management, and visu-
alization.297 These tasks involve the use of statistical 
methods for detecting implicit network structures,  
actor attributes, and embedded relationships. 

Some of the complicating factors in this analysis in-
clude dealing with the inherent subjectivity of textual 
data, ambiguous identities, and uncertainty in classi-
fying the relationships between these entities.298 Many 
of these cutting edge tools for social media analysis 
are found in the commercial sector and are currently 
being used for purposes such as marketing and politi-
cal forecasting. However, many of these tools clearly 
have dual-use applications for national security, di-
saster relief, and law enforcement functions. For ex-
ample, applications able to geolocate Tweeter feeds 
and Facebook posts have been used to analyze behav-
ioral patterns and identity attributes from anonymous 
social media actors. 

Others researchers in the field of social media 
analysis have been able to construct generic identity 
profiles based on implicit attribute information em-
bedded within the content and structure of network 
communications such as linguistic patterns, social 
connections, and expressed preferences. For example, 
researchers have demonstrated that identity attributes 
such as age, gender, occupation, education, and even 
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personality traits, can be accurately predicted from 
the analysis of web browsing activity. Other studies 
have shown how social media patterns can accurately 
reveal characteristics such as sexual orientation, eth-
nicity, and religious and political views.299 While not 
explicitly identifying, such data points could provide 
a strong basis for basic identity profiling and screen-
ing.300 Related work has exploited social media content 
to generate relatively reliable personality recognition 
predictions for traits such as extraversion, neuroticism, 
agreeableness, conscientiousness, and openness.301 

Much of this work is based on new insights about 
how the structure of an individual’s social network 
creates a “digital footprint” that, in some instances, 
can predict latent personality traits and behavioral 
propensities such as job success, drug use, infidelity, 
and general level of emotional happiness.302 Research-
ers have also applied statistical-relational analysis for 
improved attribute prediction and classification based 
on how specific variables are transmitted between 
individuals based on their social and organizational 
ties.303 For instance, this kind of analysis has been used 
for identifying behavioral propensities of individual 
actors within larger social communities and used for 
tasks such as risk-based predictive screening. For ex-
ample, one UK government screening program for 
terrorism prevention has developed a model of be-
havioral indicators as part of its vulnerability assess-
ment framework, applying 22 variables associated 
with factors such as engagement, intent, and capa-
bility. Together these indicators can suggest an indi-
vidual’s vulnerability for being drawn toward violent  
extremism.304 

Much of the information required for such analysis 
may be gleaned from publically available social media 
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data and other open sources. Recently, a team from 
the King’s College International Centre for the Study 
of Radicalization and Political Violence (ICSR) used 
social media information and other open data to build 
profiles of some 700 Western foreign fighters who had 
traveled to Syria as combatants, compiling as many as 
72 data points for each individual. This dataset pro-
vided useful insights into identities and operational 
profiles of individuals joining the movement, as well 
as significant details about the methods and path-
ways of their recruitment.305 Of particular note, this 
evidence established how the foreign fighter cohorts 
evolved from clearly identifiable social clusters and 
groups of friends typically drawn from the same geo-
graphic areas.306

This example highlights one of the classic appli-
cations of social network theory, specifically the dy-
namics of social influence. Recent work in the field has 
demonstrated how these techniques can even identify 
leadership actors and functional roles among mem-
bers of a network based only on general patterns of 
activity, communications, and individual attributes.307 
Related areas of research have also demonstrated how 
social network analysis can be used for deception de-
tection, authorship attribution, sentiment analysis, 
and opinion mining. This is similar to the idea behind 
“crowd-sensing” or using aggregate data derived from 
mobile devices to model general behavioral patterns 
as well as predicting more specific variables of inter-
est.308 These methods may also offer new approaches 
for dynamic social network analysis, a subfield that 
examines changes in the behavior of social networks 
over time, an important tool for detecting anomalous 
behavior within networks and among the individual 
actors operating within them.309
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The ongoing conflict in Syria has provided a rich 
dataset for experimentation. Since the start of hostili-
ties foreign fighters have generated millions of social 
media posts and enormous amounts of digital content. 
By some accounts, the Islamic State is linked to some 
90,000 message posts each day, involving as many as 
30,000 active followers around the globe.310 One team 
of researchers recently used this data to develop a de-
tailed network representation of the intercommunal 
dynamics involved in the conflict. This analysis re-
vealed a surprising level of internal complexity among 
the factions, including implicit divisions among the 
protagonists that were not obvious from anecdotal re-
porting. Importantly, this analysis identified distinct 
cohorts of social media followers observing the con-
flict from outside Syria and provided insights into the 
dynamics of the external media campaign.311

Nearly all of these analytical techniques are based 
on the use of “big data” for identity discovery and at-
tribute correlation. This common, and often misused, 
term refers not only to the size of the data sets in-
volved but also to the computational tools and statis-
tical methods used to derive meaning from the data. 
Dealing with the variety and volume of information 
contained in these massive datasets has created a situ-
ation that is “overwhelming and incomprehensible to 
humans” and requires improved methodologies for 
turning this data into coherent information.312 Some 
of these techniques have already been described at 
length; however, a few examples illustrate how these 
large datasets might be used in the future for improv-
ing identity discovery, operational attribution, and 
network mapping. 

One recent example of a “big data” tool is the DAR-
PA-sponsored Memex search engine. This application 
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builds infographics based on relationships between 
web pages, specifically those residing in so-called 
“dark web” networks like Tor where IP addresses are 
obscured.313 Unlike standard search engines designed 
to sift through text and images, Memex uses embed-
ded information such as geo-coordinates encoded 
into photos, handwritten numbers within images, 
and even background scenes from photos that can 
be compared independently from the other objects in 
the picture. From this information Memex produces a 
networked schematic based on the implicit relation-
ships embedded within the nonindexed data, includ-
ing things like phone numbers, street addresses, and 
individual names.

Another example of a big data-type project is 
the Global Database of Events, Language and Tone 
(GDELT), a worldwide, multidecade, geo-referenced, 
daily event dataset. The GDELT monitors print, broad-
cast, and news media sources in over 100 languages, 
across every country in the world, using machine 
translation technology to access non-English sources. 
The aim of the project is to catalog human, societal-
scale behaviors down to a micro-level. For example, 
it can use dozens of data fields to capture all available 
details about a particular event such as a small ter-
rorist attack, the individual actors involved, and their 
roles.314 The Institute for the Study of Violent Groups 
has developed another example with a database con-
taining detailed information on some 223,000 incidents 
of violent extremism and transnational crime involv-
ing over 43,000 unique individuals with connections 
to over 3,000 violent groups. This dataset is based on 
traditional media, social media, video content, police 
reports, and court documents, among other sources. 
The database structure contains as many as 1,500 vari-
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ables to help categorize individual events then visual-
ize the linkages within the data.315

Some far reaching “big data” applications eventu-
ally may offer improved methods for predictive anal-
ysis going beyond the targeting of individuals already 
identified as threats. For example, they may be able to 
provide a means to screen preemptively specific actors 
or highlight environmental conditions that are more 
likely to produce radicalization among certain indi-
viduals. For instance, the Global Terrorism Database 
project at the University of Maryland contains detailed 
records of some 125,000 terrorist incidents dating back 
to the 1970s, using 40 to 120 variables for each inci-
dent record.316 From within this repository, research-
ers have developed a more detailed dataset of some 
1,500 people radicalized toward violent and nonvio-
lent extremism in the United States since World War 
II, including biographic information, criminal records, 
social networks, and personal histories. This data has 
enabled researchers to identify some important com-
monalities among the group including the importance 
of social networks and presence of key facilitators, but 
also variables such as age, marital status, and proxy 
measures for social assimilation. 

While critics charge that the promise of big data 
has been perpetually oversold, it likely offers one of 
the few viable alternatives for refining risk profiling 
models and behavioral indicators linked to identity-
based screening, as well as potentially supporting 
strategies for preemptive interventions before social 
alienation moves individual actors toward radicaliza-
tion and violence. See the following scenario.

As the investigation continued, the analysis of the 
suspect’s social media network provided dozens of 
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investigative leads in the United States and several 
European countries. Linkages confirmed the suspect’s 
involvement with other actors known to be part of a 
foreign fighter facilitation network responsible for re-
cruiting and moving new fighters to an initial entry 
point in Syria for indoctrination and training. These 
leads prompted several preemptive interventions fo-
cused on individuals already in the recruitment pipe-
line. Exploitation of additional photos and content de-
rived from social media posts provided evidence that 
narrowed down the possible location of the Syrian 
training site and identified several other individuals 
operating at the location. Based on the subject’s op-
erational profile and significant evidence of personal 
connections to the foreign fighter network, the UK 
government filed criminal charges against the indi-
vidual and initiated a formal extradition request with 
Turkish authorities.

ASSESSING IWAR 1.0

The preceding scenario and discussion surveyed 
just a small portion of the emerging technology land-
scape and considered how these tools may be used 
for the waging of iWar in the future. This exploration 
was speculative rather than predictive, acknowledg-
ing the uncertain course of technology innovation and 
the highly dynamic nature of the threat environment. 
These factors highlight the enormous challenges facing 
military planners and policymakers as they attempt to 
align defense strategy with research and development 
goals focused on the most likely, and pressing, future 
risks to U.S. national security.

In this sense, the story of iWar may be read as 
a cautionary tale concerning the hazards of mis-
placed prediction of future threats and the technolo-
gies needed to defeat them. Much of what has been  
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described in this monograph evolved not as a matter 
of premeditated design, but rather from a decade of 
ad hoc adaptations in response to exigencies created 
by an unexpected adversary. This situation required 
that the U.S. national security apparatus quickly reori-
ent on a new kind of threat, then develop supporting 
doctrines, technologies, and methods needed to meet 
these challenges.

The ability of the military, intelligence commu-
nity, and domestic security entities to recognize what 
was needed and eventually put these plans into ac-
tion is a testimony to the ingenuity and dedication of 
these organizations and individuals. However, it also 
highlights the enormous cost and risk of making the 
wrong decision. As the U.S. Army’s operating concept  
points out: 

thinking clearly about future armed conflict requires 
consideration of threats, enemies and adversaries, 
anticipated missions, emerging technologies, oppor-
tunities to use existing capabilities in new ways, and 
historical observations and lessons learned.317 

Even under the best of circumstances, this represents 
a formidable task.

In assessing the larger significance of iWar, a few 
definitions should be clarified. The term “warfare” 
describes the way in which nations make war, specifi-
cally the tools, techniques, and methods of applying 
coercive power against an adversary on the battlefield. 
Extending from this, the “character of war” describes 
this phenomenon of warfare contextualized within a 
larger milieu of cultural, technological, social, politi-
cal, and bureaucratic influences. The rise of iWar re-
flects a significant change on both levels of analysis.
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As a new model of warfare, iWar formed a distinct 
set of tools, techniques, and methods that evolved 
over a relatively short period of time from theory 
into practice in direct response to specific operational 
challenges on the battlefield. These challenges pri-
marily centered on the task of fighting an adversary 
organized as networks and the operational need to 
identify, screen, and target the individual combatants 
within these networks. In this sense, iWar represents 
something truly unique about the changing character 
of modern war, specifically the phenomena of individ-
ual, named combatants becoming legitimate objects of 
state warfare and the focus of operational targeting.

The larger question remains as to whether this 
operational paradigm represents a fundamental and 
enduring shift in how America organizes, equips, and 
wages such conflicts in the future. Alternately, this 
episode may simply represent a transient diversion 
from the national security establishment’s traditional 
focus on conventional, maneuver-style warfare waged 
against state-based adversaries. The answer to this 
question implies a larger issue of whether or not the 
United States will return to a model of warfare where, 
once again, combatants are anonymous agents on the 
battlefield, targeted on the basis of status rather than 
identity. At this point, the answer to this question is 
not entirely obvious.

FUTURE IWAR AS POLICY AND STRATEGY: 
CAUTIONS AND CONSIDERATIONS

In the weeks following the attacks of 9/11, the 
United States embarked upon a conflict for which it 
was largely ill-prepared. The military had spent the 
decades of the Cold War developing doctrines and 
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technologies geared for the prospect of major conven-
tional force engagement against state-based adversar-
ies. The ambiguity of the security environment during 
the 1990s did little to alter the powerful force of inertia 
or divert the national security establishment from this 
relatively narrow strategic focus.

However, the rise of disruptive, nonstate actors 
such as al-Qaeda and the experience of two protracted 
counterinsurgency campaigns brought about a funda-
mental shift in how national security decisionmakers 
viewed the principal threats to U.S. interests. The re-
sponse to these new threats involved major structural, 
technical, and functional transformations undertaken 
in the midst of conflict. As a result, the United States 
ultimately developed a ruthlessly effective operation-
al-level capability for identifying and targeting small 
cells and individual combatants across the battlefield. 
It was equally successful in applying these techniques 
toward focused counterterrorism targeting across a 
wider expanse of ungoverned spaces and locations 
where local security forces were either unable or un-
willing to engage these threats.

On the domestic front, the United States leveraged 
similar technologies and information management 
tools in support of identity-based screening strate-
gies that have kept borders, transportation networks, 
and American citizens remarkably safe since 9/11.
However, at the same time, these remarkable tactical 
and technical achievements have not fully delivered 
desired political end-states at the strategic level. This 
is particularly true with regard to stabilizing volatile 
regions and stemming the perpetual regeneration of 
individual threats emerging from such places as Af-
ghanistan, Iraq, Yemen, Somalia, Syria, and Libya.
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These setbacks arguably have altered American 
strategic calculus, possibly for generations. As the 
President’s most recent National Security Strategy 
emphasizes, America has shifted away from a strat-
egy based on fighting costly, large-scale ground wars 
in lieu of: 

a more sustainable approach that prioritizes targeted 
counterterrorism operations, collective action with 
responsible partners, and increased efforts to prevent 
the growth of violent extremism and radicalization 
that drives increased threats.  

Yet, even with these words of restraint, the President 
emphasized that: 

outside of areas of active hostilities, we endeavor to 
detain, interrogate, and prosecute terrorists through 
law enforcement. However, when there is a continu-
ing, imminent threat, and when capture or other ac-
tions to disrupt the threat are not feasible, we will not 
hesitate to take decisive action.318

In word and deed the current administration has 
suggested that many of the foundational pillars of the 
iWar paradigm will continue to play a part of U.S. 
strategic approaches. However, this also suggests a 
national security strategy that will primarily focus 
on risk mitigation rather than military victory. This 
may be a strategy that does not offer any clear politi-
cal end-state other than the immediate tactical goal of 
identifying and neutralizing the most pressing threats 
to key U.S. interests and citizens. If that is the case, 
then this will be a conflict waged primarily with in-
formation rather than conventional weapons, empha-
sizing technical tools and cognitive skills more than 
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firepower and maneuver. This mode of warfare will 
continue to strain the traditional bureaucratic bound-
aries and functional separations between law enforce-
ment, military actions, and intelligence activities. As 
one commentator recently observed, the nature of 
these modern security threats “makes it virtually im-
possible to draw neat lines between war and peace, 
foreign and domestic, emergency and normality.”319 
As this mode of warfare becomes normalized, it is also 
likely to challenge accepted privacy norms, perhaps 
with significant implications for the larger issue of 
identity and how it relates to national security.

In concluding this monograph, a few cautions and 
recommendations are offered. First, it must be kept 
in mind that iWar evolved primarily as a strategy of 
tactics. It represented methods and tools designed to 
treat symptoms but not the disease. The doctrinal and 
technical innovations of iWar dealt with a very specif-
ic operational challenge of identifying, screening and 
targeting network-based adversaries and individual 
combatants. However, it has very little to offer in terms 
of dealing with the underlying causes of instability 
and political violence. For this reason, the methods of 
iWar must be applied with circumspection and in a 
manner that does not conflate targeting with strategy. 
General McMaster has cautioned against this “raid-
ing mentality” and the fallacy that strategic victories 
can be achieved simply by identifying critical network 
nodes, then eliminating them with surgical precision. 
A related concern is that, as the United States dem-
onstrates increasing prowess in these methods, it will 
produce overconfidence in technologies of iWar. This 
caution stems from a very consistent American predi-
lection for techno-scientific solutions to every national 
security problem, even when these repeatedly fail to 
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fulfill their initial promise. A decade of refining these 
methods has clearly demonstrated an important place 
for technologies that “remove a violent extremist’s 
greatest defense—anonymity;” however, the utility of 
these tools must not be oversold.320

Regardless of future strategic choices, the innova-
tions resulting from a decade of waging iWar have 
produced extraordinary capabilities at the operational 
and tactical levels. These skills, tools, and methods 
must continue to mature even as persistent operation-
al demands subside. This includes the recent doctri-
nal, technical, organizational, and policy innovations 
that have been central to waging this mode of war-
fare. By all indications, various forms of hybrid war 
and irregular threats will persist into the near future. 
This will inevitably involve U.S. military activities in 
ungoverned spaces, with weak identity regimes and 
adversaries determined to use anonymity for op-
erational advantage. Therefore, the need for identity 
verification on the battlefield and on borders will not 
diminish. 

In terms of doctrine innovation, there is a great 
risk of stagnation, from the Army in particular, as 
military forces gravitate back toward traditional focus 
on conventional force engagement against state-based 
adversaries. iWar, as waged over the last decade, will 
remain an inherently land force-centric mode of war-
fare. It cannot be fought from the air and will remain 
dependent upon ground forces for useful intelligence 
gathering and performing effective targeting. For this 
reason, the emerging doctrines of identity intelligence 
and identity operations must continue to mature and 
be integrated into a flexible concept of full spectrum 
military operations.
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Among the major technical challenges will be de-
tecting and exploiting a range of nonstandard signa-
tures and data sources (cyber, open source, social me-
dia, biometrics, and forensics) and integrating these 
with conventional collection streams for improved 
situational awareness. This will require continued im-
provements in areas such as standoff biometric collec-
tion and expeditionary forensics, as well as advances 
in data integration and information sharing between 
the defense, intelligence, and homeland security com-
munities. This will demand new methods for data 
processing and analytical tools designed for dealing 
with large amounts of unstructured information—all 
representing enormous technical challenges that can-
not wait for the next crisis.

In terms of organizational change, it is time to 
acknowledge that current and future threats will 
continue to erode the distinctions between external 
defense and internal security. An individual of inter-
est encountered in a combat zone may also have rel-
evance to a customs agent at John F. Kennedy Airport, 
New York, a police officer conducting a routine stop 
in Tucson, Arizona, or a counterterrorism analyst at 
the CIA. Bureaucratic interests, technical barriers, and 
over-classification must not inhibit robust information 
sharing among these entities. This realization should 
inform a more deliberate process to reconfigure the na-
tional security apparatus with seamless integration as 
the basic organizing principle. However, this discus-
sion must also include a re-evaluation of the legal and 
policy frameworks to ensure appropriate protections 
of information, as well as necessary checks on power 
in order to address civil liberty and privacy concerns.

At the outset, this analysis noted how the iWar 
paradigm has challenged fundamental aspects of the 
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Westphalia construct, including many of the legal 
foundations that have defined the conduct of state 
warfare in the modern age. Over the last decade, the 
United States has demonstrated a remarkable tactical 
proficiency at waging this kind of warfare, particu-
larly the identification, screening, and targeting of in-
dividual combatants around the globe. However, the 
continuing debates over disposition of detainees held 
in Guantanamo, Cuba, acrimony over the scope and 
application of the AUMF, and lingering concerns over 
nonbattlefield lethal targeting all suggest that many of 
the issues regarding the conduct of iWar remain unre-
solved, if not controversial.

If the United States continues to operate under 
the premise that threats posed by individual com-
batants now represent a significant national security 
concern and, therefore, are a legitimate object of state 
warfare, then there must be a corresponding legal 
and ethical framework guiding how this kind of war 
will be waged. In order to be effective, this construct 
must have equivalent scope and authority as existing 
structures that have defined the terms and limits of 
conventional conflict for decades. For America, this is 
a particularly salient need. As the world’s remaining 
superpower, its security must rest upon unquestioned 
legitimacy in the use of military force no matter the 
choice of strategy, tools, or methods.
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