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that have plagued computing systems for decades. The 
authors discuss a CHERI prototype for the Arm processor 
called Morello that will allow evaluation of the new secu-
rity enhancements and encourage future adoption.

With the end of Moore’s Law, new materials and de-
vices will be required to achieve future computing per-
formance gains. Some of these devices will operate at 
cryogenic temperatures, creating a challenging environ-
ment for high-bandwidth interconnects which can dis-
sipate significant heat. The authors of “Evaluating novel 
interconnects for future cryogenic computers,” present 
their work to establish a test bed for evaluating cryogenic 
electrical-to-optical devices that provide high-bandwidth 
data egress from novel devices operating at 4 Kelvin.

Ubiquitous wireless communications protocols and 
systems have transformed how we communicate. In the 
article, “Next-generation radio-frequency monitoring 
in security environments,” the authors consider the se-
curity risks posed by the wide proliferation of these sig-
nals and discuss the RF monitoring requirements to de-
tect and prevent malicious and unintentional emissions 
that could transmit sensitive data beyond secure facility 
boundaries.

Localizing faults in today’s integrated circuits is es-
sential to improve the manufacturing process but has 
become extremely challenging due to shrinking feature 
size and complex fabrication techniques. In “Detecting 
radio-frequency electric fields with optics,” the authors 
present a novel electro-optic sensor that can detect and 
localize electric fields with high sensitivity to within less 
than one millimeter  of spatial resolution. These new 
sensors have potential for a wide range of applications 
including integrated circuit fault localization and electri-
cal-to-optical conversion of signals.

In “A novel hardware concept for digital beamform-
ing: Development and testing of a frequency multiplexed 
phased array system,” the authors describe a novel 

In this issue of The Next Wave (TNW), we conclude our 
series reviewing recent advances in NSA’s hardware-ori-
ented research. In the last issue, we focused almost 
exclusively on hardware that will enable the future of 
high-performance computers, as technologies driven by 
Moore’s Law are sunsetting. In this issue, we review a 
broad range of novel architecture, hardware, and sensor 
research that will enable multiple applications including 
high-performance and secure computing, radio-frequen-
cy (RF) monitoring for secure facilities, localizing electric 
fields for device fault detection, and flexible antenna 
arrays for detecting multidirectional signals. We also in-
clude an article that reviews recent results using additive 
manufacturing techniques to enable electronics and sen-
sors that adapt and conform to the application geometry 
and environmental constraints of the system. This issue 
features authors from multiple research organizations 
including NSA’s research laboratories, the Pacific North-
west National Laboratory, the University of Cambridge, 
and the University of Maryland. We are extremely grate-
ful for their contributions to this issue.

In the first article, “The road less traveled: Eliminating 
bottlenecks in high-performance computing network-
ing,” the authors provide a historical perspective on the 
development of different multi-node supercomputing 
topologies and compare three of the most promising ar-
chitectures. In their analysis, the authors argue that non-
traditional workloads, such as data analytics and artificial 
intelligence, will require topologies that dynamically re-
move bottlenecks and adapt to unpredictable workloads 
driven by new high-performance computing applications. 

The next article introduces new extensions to instruc-
tion set architectures developed under the CHERI project 
to address one of the most difficult and long-standing 
challenges in cybersecurity: memory security. Developed 
over 10 years, CHERI provides new mechanisms for soft-
ware developers and hardware designers to enforce fine-
grained memory protection to prevent common bugs 
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multidirectional RF receiver. This receiver offers the 
benefits of a conventional phased array system such as 
high-antenna gain/directivity and co-channel interfer-
er suppression, but does so simultaneously across the 
entire field of view of the array. This enables detection 
of weak and short duration signals from any direction. 
The authors present their design methodology, hard-
ware prototype, and system results from a field test.

In the final article, “Additive manufacturing of elec-
tronic circuits for novel applications,” the author dis-
cusses new ways to fabricate circuits on nonplanar 
surfaces to enable electronics and sensors that seam-
lessly integrate with the geometry of the system and 
application. The author reviews methods developed at 
the Laboratory for Physical Sciences for enabling print-
ed electronics and discusses the many benefits includ-
ing reduced size and weight coupled with the ability to 
rapidly prototype electronics for field testing.

Advancements in computing and sensing will re-
quire flexible architectures, novel hardware devices, 
and improved sensors that can be integrated together 
to build systems of the future. The work in this issue 
illustrates the broad range of research conducted at 
NSA and with our partners to advance our understand-
ing of these approaches and technologies to enable 
new mission applications. We thank the authors for 
their research, which has made this issue of TNW pos-
sible. We hope you enjoy these articles as much as we 
enjoyed bringing this issue to print. 
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The Road Less Traveled: Eliminating 
Bottlenecks in High-Performance 
Computing Networking

Scientific, engineering, and social real-life applications are often too large and complex to fit in a 
single workstation, both in terms of memory and computing requirements. Generally, a cluster 
of individual compute nodes interconnected by a high-performance network is required to solve 

such problems at the required scale. Ideally, such a system would function as if it were one huge com-
puter, but in practice, because of the differences in access speed for local and remote resources, a com-
plete new programming paradigm is required. In particular, because the access time difference between 
local and remote accesses could be in the order of 10–100x, it is paramount to effectively minimize and/
or hide the latency of remote communication. Additionally, oftentimes multiple compute nodes need 
to access data on the same remote node (i.e., many-to-one communication patterns), causing network 
congestion and slowing down the entire application. As a consequence, one of the significant challenges 
in the use of modern cluster-based supercomputers is how to efficiently, robustly, and quickly handle the 
necessary communication between the nodes in the cluster. Both current and next-generation supercom-
puter designs have highly structured network topologies, such as the low-dimensional torus [1], fat tree [2], 
or DragonFly [3] topology, to have a straightforward routing scheme while attempting to mitigate the traffic 
congestion in high-communication applications. In many ways, these topologies have evolved and changed 
in lockstep with the message passing interface (MPI), the dominant programming model for distributed 
memory supercomputers, and have become tailored for particular classes of problems (i.e., numerical linear 
algebra and partial differential equations). However, even with modern high-performance network topolo-
gies, communication delays are often a significant bottleneck and dominate the overall computation time.
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While the design of communication architectures 
for HPC systems doesn’t have the geographic limita-
tions of traffic like the greater Seattle area, it is still 
influenced, much like the traffic network in Seattle, 
by decades of optimizations for a small class of traffic 
scenarios. Now that new unstructured traffic sce-
narios have become more prevalent, the old design 
paradigms are struggling to provide performance for 
these new workloads. 

Fortunately, rather than having to repeat the 
decades of effort that went into optimizing HPC 
systems for MPI-style communications, the HPC 
communications can take inspiration from an in-
dustry that already had to deal with problems of 
unstructured communication—the telecommuni-
cations industry. As early as the 1970’s, researchers 
at Bell Labs and IBM Watson Research Center were 
thinking about the problem of designing non-block-
ing switching networks in order to cost-efficiently 
scale telephone exchanges [4, 5]. Fundamentally, this 
is a question of how to effectively handle the unpre-
dictable and unstructured telephone communication 
patterns. Eventually, this line of research coalesced 
around a single idea as being essential to handling 

As a result of the interaction between the struc-
ture of internode communication in various 
classes of algorithms and the underlying 

network topologies, certain supercomputers gain a 
reputation for being more or less suited to a certain 
class of problems. Specifically, most state-of-the-art 
supercomputers have been optimized for traditional 
Linpack-style MPI applications which exchange large 
messages in highly structured (and often localized) 
patterns. However, as new problems have emerged 
that require high-performance computing (HPC) re-
sources, for example, large-scale graph analytics and 
the training of machine learning models, being able to 
maintain performance on a more varied collection of 
communication paradigms has gained in importance. 
This is especially important to consider when  execut-
ing on large HPC clusters is the only feasible option 
for modern graph analytics and machine learning 
workloads that show computation and memory 
requirements far beyond those available in a single 
workstation or small cluster. Of particular relevance 
to graph analytics and machine learning workloads 
is the communication performance of HPC systems 
when sending a large number of small, unstructured, 
and unpredictable messages. Furthermore, for many 
of these workloads, the communication patterns are 
only known at runtime as the computation evolves, 
making it impossible to predict and mitigate network 
congestion through smart data layout.

Rush hour and computing
The challenges faced by the HPC community can be 
understood, by way of analogy, through the evolution 
of urban transportation traffic. Consider, for example, 
the Seattle, Washington area. Seattle’s arterial road 
networks, such as the I-5 and I-90 freeways, were 
developed during the “Boeing Boom.” At this time, 

the area’s largest employers were geographically 
aligned with the natural traffic pipeline formed by 
the Puget Sound and Lake Washington. However, as 
new economic drivers emerged within Seattle, the 
city has become far more polycentric, with numer-
ous hotspot destinations distributed throughout the 
region. Seattle’s road network now has to contend 
with a daily influx of traffic from the surrounding 
Redmond and Bellevue into disparate parts of the 
city. The resulting traffic patterns are less predictable, 
less structured, and have (unsurprisingly) led to the 
development of at least 2,675 documented traffic 
congestion “hotspots.”
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FIGURE 1. This map of the greater Seattle, Washington area road 
network with the major motorways (no stoplights) highlighted 
in blue shows lanes in each direction creating a bottleneck. 
Lake Washington, to the east of downtown Seattle, significantly 
impacts the topology of the road network, reducing the capacity 
and number of east-west routes throughout the region. In fact, 
between the two floating bridges (I-90 and WA-520), there are 
only five regular traffic lanes and two high-occupancy vehicle 
(HOV) lanes in each direction.

the Seattle area. Surprisingly, this fairly simple idea 
of considering networks with no bottlenecks has 
numerous practical applications from constructing 
circuits to efficiently perform matrix multiplication, 
to constructing codes which can effectively correct 
for errors, to methods to amplify weak sources of 
randomness to high-quality randomness suitable for 
practical randomized algorithms. 

Given the wide applicability of networks with 
expansion [6], it is unsurprising that several commu-
nication topologies have been proposed which use 
expansion as a fundamental organizing principle. For 
example, both the Jellyfish [7] and Xpander [8] da-
ta-center architectures rely on expansion properties 
to provide a robust and extensible communication 
fabric. However, these topologies are fundamentally 
random in their construction which presents sig-
nificant challenges in designing and validating the 
low-overhead communication schemes necessary in 
computational applications. In addition, the random-
ness of the connections presents significant obstacles 
to the adoptions of these topologies in HPC contexts.a 
In fact, it is likely that the need for lightweight routing 
schemes (which are facilitated by highly structured 
topology) has led to the limited expansion properties 
of in-use and proposed HPC topologies [9]. However, 
there are known constructions which result in highly 
structured, optimal expanders [10]. The SpectralFly 
[11] topology, which we describe in the following 
section, is based on one such construction.

The infinite tree in the forest
Before describing the precise construction of the 
SpectralFly topology, it is helpful to think about 
exactly what a network with the best possible ex-
pansion (or alternatively, no bottlenecks) would 
look like. Returning to the traffic analogy, imagine 
traveling on a road network where every intersec-
tion is a four-way intersection. As you approach each 
intersection, you have four choices—turn around 
and go back along the road you were traveling on, 
or continue traveling on one of the other three road 
segments. Now if the road network has the best 
possible expansion, those three road segments must 
lead outside your “local neighborhood.” If we imagine 
continuing along this road network, at each intersec-
tion this repeats—you can either turn around or take 
one of three road segments which leave your “local 
neighborhood.” But as a consequence, the only way 

the unstructured communications of the telephone 
system—expansion. While many definitions of 
expansion have been proposed over the years, they 
all essentially reduce to the idea that the capacity 
of the connections leaving any local neighborhood 
scale with the size of the neighborhood. Returning 
to our analogy with Seattle traffic, we can see Lake 
Washington forms a fundamental obstruction to the 
expansion of the Seattle road network (see figure 1). 
No matter how you increase the capacity of the two 
floating bridges crossing Lake Washington, or even 
if you add new bridges crossing the lake, the capac-
ity of the connection from Seattle to the east side 
will never be able to scale with the size of Seattle. 
Essentially, Lake Washington forms a geographic 
bottleneck and obstruction to expansion for traffic in 

a. In fact, one of the original proposers of the Jellyfish topology, Brighten Godfrey, obliquely referred to this challenge on his blog You 
Infinite Snake, writing “At this point, one natural reaction is that a completely random network must be the product of a half-deranged 
intellect, somewhere between ‘perpetual motion machine’ and ‘deep-fried butter on a stick’.”
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to return to an intersection you have already visited 
is to turn around and go back the way you came. In 
essence, if the road network has the best possible 
expansion properties, it must be the four-regular 
infinite tree (see figure 2). 

 

FIGURE 2. (Left) In this optimal expander, every vertex has exact-
ly four connections. Since optimal expanders have no cycles, this 
unique optimal expander ends up being the four-regular infinite 
tree. (Right) The vertex colors in this vertex-edge graph for the 
octahedron are used to generate the vertex colors in the infinite 
tree (on the left) based on the traversals of the octahedral graph.

Obviously, building an infinite tree to use as a road 
network or as an HPC topology is physically and 
financially impossible, but taking a slightly different 
viewpoint on the infinite tree can still provide con-
siderable insight into the properties of networks with 
good expansion. Specifically, instead of considering 
the connections in the infinite tree to be physical, we 
can think about them as a record of decisions made. 
For example, if we were at the Space Needle in Seattle 
and wanted to go pick up a coffee at the original 
Starbucks located at the Pike Place Market, we could 
either go southwest on Broad Street, turn left on 
Western Avenue, and continue until we arrived at the 
Starbucks, or we could go east on Denny Way, turn 
right on Westlake Ave, and take a right on Stewart 
Street. While both of these routes will get us some 
much needed coffee, they emerge from a different 
sequence of decisions and so would be depicted as 
different vertices on the infinite tree. 

In order to keep track of which locations are the 
same, we can color individual vertices to encode their 
location. We see this illustrated in figure 2 where the 
coloring of the vertices in the infinite tree correspond 
to the “road network” depicted to the right that has 
six intersections and 12 roads. For example, in the 
finite network, the red vertex is adjacent to the green, 
pink, purple, and blue vertices, and we see that in the 
infinite tree, every vertex that is colored red is adja-
cent to a green, pink, purple, and blue vertex. In fact, 
the correspondence goes deeper than that, as the 

colored infinite tree is simply a recording of all the 
potential routes through the finite network. Indeed, if 
we start at the red vertex in the finite graph and go to 
the green vertex, then the pink vertex, and back to the 
red vertex, in the infinite tree we end up at one of the 
red vertices in the upper portion of the image of the 
infinite tree. If, on the other hand, we go to the pink 
vertex, then the purple, and back to the red vertex, in 
the infinite tree we end up at one of the red vertices 
toward the bottom of the infinite tree, despite end-
ing at the same vertex in the finite network. Thus, in 
many ways, the question of how to design networks 
with good expansion properties reduces to a perhaps 
simpler question: how do you color the vertices of the 
infinite tree to preserve the expansion properties of 
the tree? 

To understand what such a coloring looks like, 
let us consider walking randomly around Seattle. 
In order to keep track of where we are, imagine 
every intersection to the west of Lake Washington 
is colored a different shade of blue, and every inter-
section to the east of Lake Washington is colored a 
different shade of red. Since Lake Washington is such 
a strong bottleneck, it is easy to see that if we start at 
a blue intersection we should expect to stay on blue 
intersections for a long period of time. But now think 
about what this means for the associated colored 
infinite tree—if we start at a blue vertex, as we go 
away from that vertex we should typically stay at blue 
vertices. But there are only so many blue vertices 
we can use, so that means that the infinite tree must 
be repeating shades of blue as it grows. In fact, this 
provides pretty good intuition for comparing two 
colorings of the infinite tree—a coloring is better at 
preserving expansion when it is more colorful than 
another coloring. 

Given this framing, it is perhaps not surprising that 
randomly coloring the vertices of the infinite tree is 
an effective means of generating graphs with good 
expansion properties. In fact, this is the approach 
that is used by the Xpander and Jellyfish topologies 
to design high-performance data centers. However, 
this approach has significant drawbacks for HPC 
needs in that the lack of readily apparent structure 
in the resulting network means that significant effort 
needs to be spent in deciding the route any particular 
communication takes. Providing an explicit means 
of coloring the vertices of the infinite tree which—in 
some sense—preserves as much of the expansion 
property as possible, proved to be a significantly 
harder challenge. 

FEATURE



6

The Road Less Traveled: Eliminating Bottlenecks in High-Performance Computing Networking

To understand this challenge, it is helpful to return 
to the problem of navigating around a road network. 
However, this time instead of focusing on the freeway 
system, we will focus on navigating around down-
town—perhaps some place like Manhattan, New 
York, where there is a strong grid-like structure such 
as shown in figure 3. Imagine your friend calls you 
from the red intersection looking for directions to 
your favorite coffee shop, conveniently located on all 
four corners of the green intersection! How would 
you tell them to get there? You would probably say 
something like, head north for two blocks and then go 
east for five blocks. Or perhaps if you knew they were 
repairing the sidewalks at the orange intersections, 
you would tell your friend to go east for two blocks, 
head north for one block, go east for another three 
blocks, and finally head north for one more block. 
Now if the picture in figure 3 was instead a diagram 
of the switches in an HPC topology and you were pro-
viding instruction on how to send information from 
the red switch to the green switch, you would likely 
express this idea differently (computers not being 
particularly well known for knowing which way is 
north, south, east, or west!). Perhaps you would give 
each switch a name, say the red switch is switch (1, 1) 
and the green switch is switch (6, 3), and then you 
would tell the switches to send the information out 
the port that increases the second coordinate twice, 
and the first coordinate five times. In fact, most mod-
ern and historical HPC topologies can be thought of in 
this light. Each switch has a “name”—often a vector 
of integers—and information is routed by performing 
a sequence of operations on these names, for exam-
ple increasing or decreasing a coordinate. Oftentimes, 
there are additional rules which say two different 
names are effectively the same. For instance, if we 

FIGURE 3. This figure depicts an idealization of a downtown 
street network in a grid-like area such as Manhattan, New York. 
The blue arrow represents the natural path one would take 
when going from the red intersection to the green intersection, 
whereas the purple arrow would be one possible path to avoid 
construction at the orange vertices.

In the late 1980’s, Lubotzky, Phillips, and Sarnark 
[12], and independently Margulis [13], provided a 
relatively simple naming scheme and set of opera-
tions to provide an optimal coloring scheme for a 
wide range of infinite trees and number of colors. The 
collection of names for every vertex is a list of two-
by-two matrices with integer entries, and the opera-
tion going from one name to another is multiplication 
by one of a handful of two-by-two matrices. The 
SpectralFly topology is defined by using one of these 
networks as the interconnection network between 
the switches and then placing an appropriate number 
of compute nodes at each switch (see figure 4). 

were to imagine connections between the top and 
bottom row of vertices in figure 4, we would want 
to say that (1, 5) is an alternative name for the red 
vertex, as starting there and increasing the second co-
ordinate four times would return us to the red vertex. 
Thus, the real challenge is to design a naming scheme 
for the infinite trees and operations on those names 
which maximize the colorfulness of the infinite tree.

The fact that the colorings proposed by Lubotzky, 
Phillips, and Sarnak [12] are the best possible at 
preserving the expansion properties of the infinite 
tree relies on a deep result in the representation the-
ory of automorphic forms originally conjectured by 
Ramanujan [14]. However, we can gain some intuition 
as to why their rules result in more colorful trees by 
comparing the operations with other topologies. For 
example, since the operation for the torus topology is 
incrementing/decrementing individual coordinates, 
the end location depends only on the number of 
increments/decrements per coordinate, not the par-
ticular order they are applied. In contrast to this, the 
results of matrix multiplication (in general) rely on 
the order of operations. That is, by applying the same 
set of operations in two different orders, it is possible 
to arrive in different locations. In figure 5 we can see 
the difference in colorfulness in the infinite tree for 
torus topology and the SpectralFly topology.

Structural comparison with SpectralFly 
topology
The SpectralFly topologies promise as supercomput-
ing topology is evidenced by its exceptional struc-
tural properties. We now put these properties in 
perspective, by comparing them against those of two 
well-known topologies: a DragonFly network and a 
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FIGURE 4. In this depiction of the connections between switch-
es for a 336-switch SpectralFly topology with four intra-switch 
connections per switch, the switches are color coded by distance 
from a central switch, highlighting the tree-like neighborhood of 
the switch.

FIGURE 5. In this comparison of an infinite tree for a two-di-
mensional torus topology (left) and a SpectralFly topology with 
parameters (3,7) (right), the vertices of both are colored using 
the same equally spaced gradient. The vertex color corresponds 
to the order the vertices are discovered in the process; earlier 
vertices are colored blue and later vertices are colored red. As we 
can see, the torus topology is significantly less colorful than the 
SpectralFly topology, indicating that the SpectralFly topology has 
significantly better expansion properties.

b. In particular, we generate a DragonFly topology with height h=1, g=24, groups of size a=4. We optimally allocate the intergroup edges 
as suggested by Teh, Wilke, Bergman, and Rumley [15].

torus mesh. We consider a small, sparse SpectralFly 
network on 120 nodes and 240 links. To ensure a fair 
comparison, we optimally selectb the parameters of 
a DragonFly topology on exactly the same number 
of nodes and edges, and a two-dimensional torus 
mesh on 121 nodes and 242 edges. This near-exact 
three-way match enables a size agnostic comparison: 
each network starts with the same number of nodes, 
links, and radix, but makes different design choices 
in assembly. 

The three networks are visualized in figure 6. Each 
row of figure 6 plots the same network, but with 
one of three different structural properties empha-
sized: the tightest bottleneck, the network diameter, 
and link usage frequencies in random traffic. Each 
of these structural properties are fundamental for 
supercomputer design: bottleneckness measures 
congestion proneness, diameter is a proxy for 
worst-case latency, and link usage patterns impact 
link-contention. 

Bottlenecks
The first column of figure 6 presents a split of 
each topology into equal parts which minimizes 
the number of edges crossing (in red), as found by 
METIS software [16]. For SpectralFly, Dragonfly, 
and torus, this yields 40, 31, and 26 links crossing, 

respectively. In practice, this means that when there 
are many messages, we would expect the communi-
cation delays to be about 24% smaller as compared 
to DragonFly, and 35% smaller as compared to 
the torus. 

Diameter
Figure 6’s second column visualizes paths linking a 
source-destination pair furthest from each other in 
the network—the length of which is known as the 
network diameter. The k-th ring of vertices from the 
leftmost contains all those that can be reached from 
that vertex in k hops. Small diameters ensure any 
vertex can be reached quickly from any other. In this 
case, both SpectralFly and DragonFly have an iden-
tical diameter of 6, while the torus has a diameter 
of 10. 

Link loading
We simulate unstructured traffic on each network by 
randomly selecting 5,000 source-destination pairs in 
each network, and then routing via a minimal path. In 
the case that there are multiple such minimal paths, 
we select one at random. For each link in the net-
work, we count the number of times it was traversed. 
Figure 6 presents the distribution of these link usage 
counts. For SpectralFly, this distribution is highly 
symmetric and tightly concentrated, reflecting that 
edges are evenly spread across the network.

FEATURE
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DragonFly, on the other hand, is the opposite 
and has a long tail: some edges are used heavily 
while others are almost never used. Lastly, as with 
SpectralFly, the link usage counts for the torus are 
also tightly concentrated, but overall larger: due to 
the torus’ larger diameter, paths linking vertices tend 
to be longer and edges get used more frequently, 
albeit evenly, across the network. These observations 
are also reflected in the network visualization: each 
edge is colored on a blue-to-red scale, according to its 
percentile within the observed link counts aggregat-
ed across all three networks. Accordingly, SpectralFly 

FIGURE 6. These graph visualizations emphasize different structural properties for three similarly-sized SpectralFly, DragonFly, and 
torus instances, each on about 120 nodes and 240 edges. The first column emphasizes the expansion, the second column emphasizes 
the diameter, and the third column emphasizes the prevalence of edges on shortest paths.

highly structured networks optimized for regular 
and large message communication to networks such 
as SpectralFly that expand and dynamically remove 
bottlenecks, and hence adapt to the irregular and 
unpredictable nature of the workloads. This move 
however would be onto a road less traveled, and as 
such, will require strong evidence that it can effi-
ciently support emerging application domains before 
industry will commit to investing in it. At Pacific 
Northwest National Laboratory, we have developed 
and used several tools, based on MPI and partitioned 
global address space (PGAS), to analyze different 
network designs. The results indicate that SpectralFly 
networks are not only better at supporting irregular 
communication typical in data analytics and AI/ma-
chine learning, but that they might also outperform 
traditional networks when executing regular appli-
cations (unless they heavily rely on near-neighbor 
communication). In other terms, the SpectralFly 
network will let you sip your much deserved, end-of-
the-day coffee at your favorite coffee shop without 
spending hours stuck in the car on the streets of 
Seattle downtown. 

Conclusions and future work
As the workloads executed on current and future HPC 
systems evolve to include nontraditional workloads, 
such as data analytics and artificial intelligence (AI)/
machine learning, so should the systems themselves. 
We argue that HPC systems should move away from 

and the torus’ edges are homogeneous in color; 
whereas, those in Dragonfly run the gamut. 
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Improving Security with 
Hardware Support: CHERI and 
Arm’s Morello

The CHERI project, from the University of Cambridge and SRI International, extends 
instruction-set architectures (ISAs) with unforgeable architectural capabilities, to be 
used in place of conventional machine-word addresses to access memory. CHERI, which 

stands for Capability Hardware Enhanced Reduced Instruction Set Computer (RISC) Instructions, 
deterministically protects C/C++ pointers and other references, and also enables in-address-
space software sandboxing. With changes to the compiler and operating system (OS), CHERI 
enables new hardware-software security protection models for existing software (typically with 
only very minor changes for memory safety):

 � Deterministic fine-grained C/C++ memory protection at low overheads; and

 � Scalable software compartmentalization, including sandboxed libraries, with interprocess 
communication performance improvements and function-call-like domain transition.

In a 2020 blog post evaluating CHERI, the Microsoft Security Response Centre (MSRC) wrote: 
“We’ve assessed the theoretical impact of CHERI on all the memory safety vulnerabilities we 
received in 2019, and concluded that in its current state, and combined with other mitigations, 
it would have deterministically mitigated at least two thirds of all those issues”[1]. Scalable 
single-address software sandboxing has the potential to mitigate many more, and to enable a 
more disruptive shift to stronger compartmentalized software architectures.

Arm has recently developed the Morello architecture and processor, incorporating the CHERI 
protection model into a contemporary high-performance Arm design. Morello is an experimental 
prototype extending the existing Armv8-A architecture and Neoverse N1 64-bit processor 
design to support CHERI research and evaluation on the path to eventual productization, and 
to demonstrate the viability of the CHERI technology using real commercial processes and 
manufacturing. Extensive software porting is establishing feasibility. Development boards are 
available for research and prototyping as of early 2022, and are already running significant 
open-source software stacks, such as an adapted version of the FreeBSD OS and KDE desktop 
stack running with strong memory safety [2].

In this article we give an overview of CHERI and Morello, and pointers to full discussions 
elsewhere. It is based largely on material from the "Introduction to CHERI" [3] and "Verified 
security for the Morello capability-enhanced prototype Arm architecture" [4] technical reports; 
it does not contain new research results.

Robert N. M. Watson, University of Cambridge

Peter Sewell, University of Cambridge

William Martin, National Security Agency
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Introduction
Memory safety bugs continue to be a major source of 
security vulnerabilities, responsible, for example, for 
around 70% of those addressed by Microsoft security 
updates and around 70% of the high-severity bugs 
impacting Chromium [5, 6]. Their root causes are 
well-known legacy design choices and limitations 
of normal practice that date back to the 1960s and 
1970s including: processor architectures that per-
mit one to access any memory location via its plain 
numeric machine address, protected only via the 
coarse-grain mechanisms of virtual memory; systems 
programming languages such as C and C++ that let 
one do memory accesses without further static or dy-
namic protection; and test-and-debug development 
methods that cannot provide high assurance. All of 
these are baked into the critical systems codebase 
across the industry, and the result, in today’s adver-
sarial environment, is that our codebase inescapably 
contains many programming errors, which all too 
often lead to exploitable vulnerabilities.

Many approaches have been developed to im-
prove this situation, from better software engineer-
ing processes, through better bug-finding tools and 
better programming languages, to techniques for 
machine-checked mathematical proofs of correct-
ness and security. All these are worthwhile, but the 
legacy investment, the need for systems code to work 
close to the machine, and the inability of bug-finding 
to provide high assurance has made it very hard to 
radically improve conventional systems. Best practice 
remains an endless Red Queen’s Race of identifying 
and patching security vulnerabilities where one can.

Over the last 10 years, the CHERI project [7] has 
been exploring a new approach to substantially im-
prove the security of mainstream systems. The basic 
idea is simple: rather than accessing memory loca-
tions via plain numeric machine addresses (and using 
those to implement C/C++ pointer values), provide 
architectural support for unforgeable capabilities that 
let one do an efficient permission check at access 
time (capability systems of various kinds also date 
back to the 1960s). This, with additional mechanisms, 
lets one enforce fine-grained memory protection 
and highly scalable software compartmentalization. 
Crucially, achieving this memory protection requires 
only relatively modest changes to architectures and 
processor designs and relatively minor changes to the 
sources of existing C/C++ systems software, so there 
is a real prospect of it becoming widely deployable. 

For example, a recent study found that 0.036% lines 
of code in adapted portions of the Wayland, Qt, and 
KDE open-source Windows-system and desktop soft-
ware stack required changes to compile and run with 
CHERI C/C++ [2].

The academic results for CHERI are encouraging, 
but achieving such adoption first needs an indus-
try-scale evaluation to demonstrate viability and 
enable that pull, and that needs a high-performance 
silicon processor implementation and software stack 
above it. This is beyond what can be done academi-
cally, but hard to justify as a purely commercial proj-
ect. The 2019–24 UK Research and Innovation (UKRI) 
Digital Security by Design (DSbD) challenge resolves 
this chicken-and-egg difficulty with a combined pub-
lic-sector and industry program (in excess of $200 
million) to build and evaluate such a demonstration 
platform and support research and development 
above it [8]. Arm, in a consortium with the University 
of Cambridge, University of Edinburgh, and Linaro, 
supported in part by DSbD, has designed and built 
Morello, a CHERI-enabled prototype architecture, 
processor, system-on-chip (SoC), development 
board, and software stacks, extending the Armv8.2-A 
architecture and the high-performance Neoverse N1 
processor [9, 10]. The architecture, emulators, and 
software toolchains have been available since 2019, 
and boards began to ship to academic, industrial, and 
government research labs in early 2022. This will 
allow evaluation of CHERI mechanisms in a variety 
of configurations and use cases on a state-of-the-art 
hardware platform, and paves the way for the poten-
tial adoption of CHERI into future production archi-
tectures and devices.

CHERI is, most unusually, a hardware/software/se-
mantics codesign project. It is centered around a few 
core principles and architectural ideas that can be 
instantiated to a range of conventional architectures, 
explored in detail to date for MIPS, RISC-V, Arm-A, 
and Arm- M, and sketched for x86. Based on these, 
there is microarchitectural hardware innovation to 
implement these efficiently; programming language 
work so that existing C and C++ code can be rebuilt to 
gain the additional protection with minimal porting 
cost; systems software work to demonstrate that OSs, 
language runtimes, and applications can be adapt-
ed to CHERI; and formal semantics and verification 
work to establish with high confidence that these 
new architecture variants do indeed provide the 
intended security properties. The latter includes ma-
chine-checked mathematical proofs (in the Isabelle 
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proof assistant) of key security properties of the com-
plete sequential CHERI-MIPS and Morello ISA specifi-
cations [11, 4]—the first time this has been possible 
for modern production architectures.

CHERI has been designed from the outset to make 
widespread adoption feasible, but there is a long 
path and a great deal of work to get any substan-
tial new architectural feature deployed. CHERI has 
been supported by a sequence of Defense Advanced 
Research Projects Agency (DARPA) projects, from 
2010 onward, by the UK government Engineering and 
Physical Sciences Research Council (EPSRC) funding, 
by an EU European Research Council (ERC) Advanced 
Grant, and by grants and donations from Arm, Google, 
and others, leading up to the Morello program sup-
ported by the UK government DSbD funding, Arm, 
and others.

CHERI has also been informed by (and builds on) 
two early research collaborations with the NSA in 
the early 2000s. First was the collaboration by NSA 
with Robert Watson at Trusted Information Systems 
(TIS), centered on Type Enforcement (TE) and OS 
access control. Robert Watson led the Security-
Enhanced Berkley Software Distribution (BSD) and 
Security-Enhanced Darwin work at TIS, developing 
and transitioning concepts about operating-system 
structure, containment, and sandboxing to wide-
spread use through FreeBSD, macOS, iOS, and Junos. 
At Cambridge, his focus turned to finer-grained soft-
ware compartmentalization within rather than be-
tween applications, leading to the Google-supported 
development of Capsicum [12], an OS capability 
framework supporting application decomposition 
for security, and in turn to the limitations of current 
processor architectures. A second NSA research 
collaboration, with Mike Gordon and Anthony Fox at 
Cambridge, focused on formal modeling of Arm and 
other ISAs in the HOL4 interactive theorem prov-
er. This work led to the L3 ISA modeling language, 
which was used in the CHERI-MIPS development and 
verification, and which was a precursor of our Sail 
language [13], used for the definitions of RISC-V and 
CHERI-RISC-V, and in the Morello ISA verification.

An overview of CHERI
The basis of CHERI is a modest set of architecture 
extensions adding hardware representations for 
capabilities and instructions for manipulating them, 
integrated into a conventional ISA. Then there 
are microarchitectural hardware implementation 

innovations, developed in our CHERI-MIPS and 
CHERI-RISC-V FPGA implementations and Arm’s 
Morello silicon implementation; software model and 
CHERI C/C++ innovations to let software benefit from 
the new hardware support; CHERI systems soft-
ware adapting substantial bodies of legacy software; 
and CHERI formal semantics and verification that 
increase assurance in the architecture design and 
inform CHERI C/C++.

CHERI architecture extensions
CHERI extends conventional ISAs, which use machine 
words to represent language-level integers and point-
ers, with a new type of hardware-supported data, 
unforgeable capabilities [14, 15, 16, 17]. Capabilities 
can be used to protect (virtual) addresses intended 
to be used as code or data pointers—those arising 
from source-language pointers and also those used in 
the underlying implementations of language features 
such as local and global variables, thread-local stor-
age, return addresses, C++ virtual table pointers, and 
interlibrary linkage. All memory accesses, including 
loads, stores, and instruction fetch, must be autho-
rized by a capability. As with existing kinds of hard-
ware-supported data (e.g., integers, floats, vectors), 
capabilities are held in registers and in memory; 
they are loaded, stored, and manipulated using new 
capability-aware instructions.

In a 64-bit CHERI ISA [18], instead of using simple 
64-bit machine-word virtual-address pointer values 
to access memory, restricted only by the memory 
management unit (MMU), one can use 128+1-bit ca-
pabilities containing a virtual address together with 
the base and bounds of the memory it can access, 
and permissions and other metadata. A sophisticated 
compression scheme lets all this be encoded within 
the capability with acceptable precision [19]. In turn, 
having the data within the capability enables a fast 
access-time check (without any additional lookup), 
faulting if there is a safety violation. A one-bit tag per 
register and per each capability-sized and aligned 
unit of memory, cleared in the hardware by any 
non-capability write (and not directly addressable), 
ensures capability integrity by preventing forging. 
Legacy code compiled without capabilities can still 
access memory via machine words, but these are 
restricted by default capabilities held in specific reg-
isters, so all accesses can be controlled. This archi-
tectural mechanism, along with additional sealed-ca-
pability features for secure encapsulation, can be 
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used by programming language implementations and 
systems software in many ways.

The ISA design lets code shrink the rights associ-
ated with capabilities but never grow them: a capa-
bility monotonicity property. When any instruction 
constructs a new capability (except in sealed capa-
bility manipulation and exception raising), it cannot 
exceed the permissions and bounds of the capability 
from which it was derived. That implies reachable 
capability monotonicity: in any execution of arbitrary 
code, until execution is yielded to another domain, 
the set of reachable capabilities (those accessible 
to the current program state via registers, memory, 
sealing, unsealing, and constructing sub-capabilities) 
cannot increase.

At boot time, the architecture provides initial 
capabilities to the firmware, allowing data access 
and instruction fetch across the full address space. 
Additionally, all tags are cleared in memory. Further 
capabilities can then be derived (in accordance with 
the monotonicity property) as they are passed from 
firmware to boot loader, from boot loader to hyper-
visor, from hypervisor to the OS, and from the OS to 
the application. At each stage in the derivation chain, 
bounds and permissions may be restricted to further 
limit access. For example, the OS may assign capabili-
ties for only a limited portion of the address space to 
the user software, preventing use of other portions of 
the address space.

Similarly, capabilities carry with them intentional-
ity: when a process passes a capability as an argu-
ment to a system call, the OS kernel can carefully use 
only that capability to ensure that it does not access 
other process memory that was not intended by the 
user process—even though the kernel may in fact 
have permission to access the entire address space 
through other capabilities it holds. This is import-
ant as it prevents “confused deputy” problems, in 
which a more privileged party uses an excess of 
privilege when acting on behalf of a less-privileged 
party, performing operations that were not intend-
ed to be authorized. For example, this prevents the 
kernel from overflowing the bounds on a userspace 
buffer when a pointer to the buffer is passed as a 
system-call argument.

These architectural properties provide the foun-
dation on which a capability-based OS, compiler, and 
runtime can implement C/C++-language memory 
safety and compartmentalization.

Compatibility with current designs has been es-
sential to our approach: CHERI composes well with 
contemporary architectures, microarchitectures, 
compiler implementations, OS design, and applica-
tion structure. The software constructs resting on 
virtual memory—processes and virtual machines—
persist, but are augmented by new mechanisms and 
structures that support CHERI’s protections.

CHERI Hardware
A principal design goal of the CHERI architecture has 
been to add new architectural primitives with only 
limited impact on the overall microarchitecture of 
contemporary processor and memory-subsystem 
designs. We have explored potential approaches to 
integrating CHERI into multiple microarchitectures 
including our locally developed pipelined Bluespec 
Extensible RISC Implementation (BERI) 64-bit MIPS 
core and the Bluespec Piccolo, Flute, and Tooba 
RISC-V cores; Arm has built on these ideas in Morello. 
There are two key microarchitectural challenges:

 � Tagged memory: Conventional dynamic ran-
dom-access memory (DRAM) does not support 
capability tagging. Architecturally, the CHERI 
protection model does not require a particular 
implementation of tagging, just that tags be 
suitably protected and properly coherent with 
the data they protect. In early designs, we used 
a simple look-aside tag table stored in DRAM 
and maintained by the memory controller along 
with a cache; however, performance analysis re-
vealed a significant DRAM access-rate overhead 
to this approach. This led us to design a hierar-
chical tag table able to benefit from the non-uni-
form distribution of capabilities in memory: 
inevitably, some pages are rich in capabilities 
(e.g., stacks, vtable storage); whereas, others are 
not (e.g., memory mapped files, video and image 
data) [20]. Another option is to reuse additional 
metadata storage present in more contempo-
rary double data rate (DDR) designs, including 
bits available for use in error-correction code 
(ECC), to hold tags.

 � Capability compression: In the absence of ca-
pability compression, CHERI capabilities would 
be four times, rather than two times, the native 
address size, given the need to store three sepa-
rate virtual addresses (bottom bound, capability 
address, and upper bound) as well as metadata. 
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Bounds compression, which exploits redundan-
cy between these three addresses, is therefore 
essential to reducing the dynamic memory foot-
print of pointer-intensive applications (such as 
language runtimes). Developing a compression 
scheme that balanced software requirements 
for precision with microarchitectural efficiency 
was a significant challenge [19].

Apart from these, CHERI has been designed to 
avoid changing fundamental design choices in cur-
rent architectures and microarchitectures—essential 
elements such as pipeline structure, memory sub-
system designs including caches, MMUs, and so on, 
retain their current structure.

CHERI software model and CHERI C/C++
CHERI capabilities are an architectural primitive 
that can be used for a variety of software purposes 
up and down the software stack, with potential uses 
in firmware and boot loaders, OSs, language run-
times, CHERI-specific compartmentalization librar-
ies, and compiler-generated code for the C and C++ 
application programs [17, 21, 22, 23, 24, 25]. In our 
research, we have pursued two central use cases of 
CHERI capabilities within current C/C++-language 
software stacks:

 � Fine-grained memory protection: By utiliz-
ing capabilities instead of integers to imple-
ment C/C++ language pointers, and through 
modest extensions to the OS and language 
runtime, we have implemented strong and 
efficient spatial, referential, and (optionally) 
temporal memory safety for these traditionally 
memory-unsafe languages.

 � Scalable software compartmentalization: 
Capabilities provide an alternative means to 
construct the software isolation and controlled 
communication required to implement com-
partmentalized software designs. Unlike MMU-
based compartmentalization (i.e., implemented 
using virtual memory), capability-based tech-
niques allow for more granular and scalable 
data sharing, as well as a single-address-space 
programming model.

Fine-grained memory protection

The underlying principle in CHERI C and C++ mem-
ory protection is to implement pointers (both ex-
plicit in the language and implied in the runtime 

environment) using capabilities. The main CHERI dia-
lects of C and C++ implement all C/C++ pointer types, 
as well as all implied pointers (e.g., return addresses, 
the stack pointer, and so on) using capabilities. This 
changes the application binary interface (ABI), as 
pointer size has increased, changing the in-memory 
layout of data structures, etc., just as 64-bit code has 
a different ABI from 32-bit code. Because pointers 
and integers are implemented using different types, 
additional care must be used so that pointer values 
retain tags where intended; for example, the C type 
uintptr_t (implemented using the hardware capabil-
ity type) must be used to hold values that could be 
integers or pointers, as long (implemented using the 
hardware integer type) has room only for the address 
portion of a pointer, not its metadata and tag. Overall, 
however, relatively little code experiences disruption 
with the introduction of strong memory safety.

To a first approximation, where in classic C/C++ 
an access by buggy code to arbitrary memory would 
be undefined behavior with respect to the language 
standard and, in practice, might lead to an exploitable 
vulnerability, in CHERI C/C++ such an access will 
raise a capability exception.

This gives spatial protection; additional work 
shows how one can also guarantee temporal safety 
(e.g., against reuse-after-free errors) above CHERI 
architectures, with data so far suggesting reasonable 
overheads for heap temporal safety.

In addition, we support hybrid-capability code, 
with dialects that implement pointer types using in-
tegers by default, interpreted with respect to a global 
default data capability (DDC) able to address code, 
globals, heap, and stack(s).

Scalable software compartmentalization

Conventional MMU-based software compartmental-
ization decomposes larger software applications into 
components that run in isolated processes, linked 
only by controlled communication implemented us-
ing inter-process communication (IPC). This widely 
deployed technique, found in applications ranging 
from Google’s Chromium web browser to most Apple 
iOS applications, limits the impact of software com-
promise by reducing rights and further attack surfac-
es available to attackers. This technique is especially 
important because it provides resilience in the pres-
ence of not only exploits for unknown vulnerabilities 
in known classes (such as buffer overflows), but also 
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protects against future as-yet undiscovered classes 
of vulnerability and exploit techniques. However, 
MMU-based compartmentalization designs impose 
substantial scalability limits due to utilizing multiple 
address spaces and page-granularity sharing: the 
number of compartments and their communication 
is severely limited, with performance significantly 
impacted as the number of compartments and their 
communication grow.

CHERI capabilities permit the construct of isola-
tion and controlled sharing within address spaces, 
offering potentially greater compartmentalization 
scalability. Compartments are constructed utilizing 
closed graphs of capabilities, in which an executing 
compartment has no access to the resources of other 
compartments nor broader system memory. Bounds 
and permissions ensure that capabilities assigned to 
compartments grant access only to intended resourc-
es; monotonicity ensures that these rights cannot be 
modified to include other resources. Temporal safety 
is important to ensure that data and capabilities do 
not improperly leak between compartments when 
memory is freed and reused.

Switching between compartments can be imple-
mented using one of two architectural mechanisms 
for controlled non-monotonicity: exception handling, 
which gives access to additional exception-handling 
capabilities; or a special jump instruction (CInvoke) 
that atomically unseals and jumps to a pair of code 
and data capabilities whose object types match. Both 
architectural mechanisms provide a means by which 
available capabilities can be widened, but only when 
executing previously determined code paths. The 
jump-based mechanism avoids the cost of exceptions 
(which is microarchitecturally significant) and avoids 
the need for a privileged ring transition. It also allows 
the possibility of more scalable software designs—
multiple implementations of domain transition can 
coexist within a single address space.

The semantics of protection domains and do-
main transitions are flexible, as these architectural 
primitives support a variety of potential software 
uses. These include synchronous function-call-like 
semantics for domain transition, as well as asyn-
chronous message passing. Compartmentalization 
models could more resemble libraries in the for-
mer case and processes in the latter, depending on 
the implementation.

CHERI systems software
We have developed a reference software stack for the 
CHERI architecture exploring several key software 
design dimensions opened up by capabilities. This 
work has had a number of aims, including playing 
an essential part in our hardware-software codesign 
effort to develop CHERI, to allow evaluation and 
demonstration of the CHERI approach at scale, and to 
act as templates for use. The reference stack includes 
the following components.

 � CHERI Clang/low-level virtual machine 
(LLVM)/low-level design (LLD): An extended 
version of the Clang/LLVM compiler suite and 
LLD linker that are able to compile and link 
hybrid-capability and pure-capability code for 
multiple CHERI-enabled architectures.

 � CHERI GDB: An extended version of the GNU 
debugger (GDB) that is able to debug hybrid-ca-
pability and pure-capability code on multiple 
CHERI-enabled architectures.

 � CheriBSD kernel: An extended version of the 
FreeBSD OS whose kernel can be compiled 
either as hybrid-capability or pure-capabil-
ity code, offering different degrees of kernel 
memory protection. The CheriBSD kernel is 
also able to host legacy, hybrid-capability, and 
pure-capability userspace environments. The 
pure-capability process environment is known 
as CheriABI, and is a new OS ABI based on 
ubiquitous userspace use of architectural capa-
bilities. CheriBSD is also able to offer optional 
temporal memory safety for (non-stack) alloca-
tions in pure-capability userspace applications. 
CheriBSD’s colocated process (or coprocess) 
model allows multiple userspace processes to 
coexist safely within a shared virtual address 
space, using CHERI facilities for fast memory 
sharing and kernel-free context switching. 
CheriBSD also implements a CHERI-extended 
version of FreeBSD’s bhyve Type-2 hypervi-
sor, and is able to host CHERI-enabled guest 
virtual machines.

 � CheriBSD hybrid userspace: An extended 
version of the FreeBSD userspace that is min-
imally modified to support hybrid-capability 
code execution, including modest additions 
to the C runtime (CRT) and system libraries 
(including libc).
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 � CheriBSD CheriABI userspace: An extended 
version of the FreeBSD userspace that sup-
ports pure-capability execution with modest 
further extensions.

 � CheriBSD applications: A set of extended 
applications able to operate in the CheriABI 
process environment, including integrated 
FreeBSD programs such as open-source secure 
shell (OpenSSH), and also third-party applica-
tions such as Apple’s WebKit, the PostgreSQL 
database, and X11 window system. These all 
operate with full spatial, referential, and tempo-
ral memory safety.

 � CheriFreeRTOS: An extended version of 
the embedded open-source real-time OS 
(FreeRTOS) that is able to be compiled as 
pure-capability code, offering spatial and refer-
ential memory safety, as well fine-grained soft-
ware compartmentalization with fault recovery.

 � CheriOS microkernel: An experimental CHERI-
specific nanokernel and microkernel illustrat-
ing a potential set of design choices available 
when CHERI is an essential part of an OS design, 
and its use is maximized. This is a single-ad-
dress-space, asynchronous message-passing 
OS intended to support extremely granular 
compartmentalization side-by-side with strong 
memory safety.

This software stack demonstrates a number of 
points in the design space. It explores varying de-
grees of incorporation and adoption of CHERI pro-
tection illustrating CHERI’s incremental adoptability 
properties. It also illustrates architectural neutrality 
for both the CHERI protection model and software 
designed for it.

CHERI formal semantics and verification
Formal modeling and verification are essential parts 
of the CHERI engineering process and of the resulting 
artifacts. Our CHERI extensions to the 64-bit MIPS 
and 32/64-bit RISC-V ISAs are defined in the Sail 
modeling language [13] (with CHERI-MIPS previ-
ously in L3 [26]). Sail is a clean, engineer-friendly, 
first-order imperative language for ISA specification 
with lightweight dependent types [type-checked 
using satisfiability modulo theories (SMT)] for static 
type-checking of bit-vector lengths. It has also been 
used to give complete sequential ISA definitions for 
ARMv8-A (automatically translated from the Arm-
internal ASL definition [27]) and for RISC-V, and for 

ISA semantics integrated with architectural concur-
rency models. The Sail CHERI architecture models are 
available as open source.

Sail and L3 are used to generate from these 
primary models:

 � Reference documentation, automatically incor-
porated into the CHERI ISA specification [14];

 � Executable ISA-level simulators, in C and OCaml, 
used as oracles to test hardware against and for 
software bring-up;

 � Hardware instruction test cases [28], used for 
hardware testing;

 � SMT-LIB definitions of the architecture, used for 
SMT checking of intended properties; and

 � Theorem-prover definitions of the architecture, 
in Coq, Isabelle/HOL, and HOL4, used to state 
and prove security properties.

Figure 1 illustrates these and how they are used in 
the CHERI engineering process. Importantly, devel-
oping these Sail and L3 definitions did not require 
expertise in semantics or theorem proving, so the re-
searchers and engineers who would otherwise write 
a prose/pseudocode architecture document could 
write and own them. As is familiar from other uses 
of formal specification, this low-cost activity already 
brought several benefits, even before any proof work 
was undertaken.

For CHERI-MIPS and Morello, we have proved 
that the architecture design does satisfy the in-
tended reachable capability monotonicity property 
described above—that arbitrary code, if given some 
initial permissions, cannot increase those during its 
execution (up to the point of any domain transition) 
[11, 4]. We have also captured the guarantees one 
has (and the required assumptions) when execut-
ing an untrusted subprogram within a controlled 
isolation boundary.

These are machine-checked mathematical proofs, 
using the Isabelle proof assistant. This gives a level of 
confidence that is not achievable with testing alone—
indeed, the highest level of assurance possible.

For formal statements and proofs of security 
properties, it is always crucial to understand exact-
ly what force they have. We should emphasize that 
these are properties of the architecture designs, the 
ISA specifications. It is especially important to ensure 
that those have the intended properties, as other-
wise one would be building vulnerabilities into any 
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FIGURE 1. The main artifacts of the CHERI-RISC-V and CHERI-MIPS engineering process. Those in the central column are all automati-
cally generated from the Sail (and previously L3) formal ISA specifications. The CHERI hardware design is tested against the generated 
emulators, using both auto-generated and manually written tests (not shown). The CHERI software stack, including adaptions of Clang 
and FreeBSD, is developed by running above the generated emulators, the hardware, and a QEMU emulator (not shown). The security 
properties are stated and proved in terms of the automatically generated Isabelle version of the ISA specification.

conforming hardware implementation (and the proof 
work did uncover such errors in earlier versions). 
However, we have not proved the correctness of the 
CHERI hardware implementations of these architec-
tures (for Morello, that remains beyond the state of 
the art), or of the software stack above it (though the 
architecture ensures that considerably less software 
has to be trusted).

Morello
CHERI has been designed from the outset to be wide-
ly deployable, but because it involves changes to the 
fundamental architectural interface between hard-
ware and software, elaborating and evaluating the 
approach has required a great deal of work up and 
down the stack: detailed hardware design, microachi-
tecture, the architecture design itself, adaptations 
to the software stack including C/C++ compilers, 
linkers, debuggers, FreeBSD, and FreeRTOS, and 
formal semantics, verification, and test generation to 
ease conventional engineering and improve assur-
ance. It was developed as an academic research 
project from 2010 onward, but necessarily given the 
above, a rather large one: with around 100 people 
involved in one way or another and around $40 mil-
lion total funding. All this has produced academically 
convincing results (reported in many publications) 
and open-source artifacts.

Achieving widespread adoption of any substantial 
new architectural feature is challenging, as it needs 
coordinated hardware and software change across 
the industry. On the plus side, there are very few 
architecture vendors, so if a feature becomes (say) 
part of the mainline Arm architecture and there is 
pull from major partners, then it will be implemented 
in all conforming Arm implementations and become 
ubiquitously available in devices. Around 2018, 
CHERI faced a chicken-and-egg situation: while the 
academic results were strong, achieving such adop-
tion needs an industry-scale evaluation to demon-
strate viability and enable that pull, and that needs a 
high-performance silicon processor implementation 
and software stack above it. But that is beyond what 
can be done academically and hard to justify as a 
purely commercial project. The 2019–24 UKRI DSbD 
challenge, evolved from a 2018 Expression of Interest 
to the UK Industrial Strategy Challenge Fund, resolves 
this chicken-and-egg difficulty with a combined 
public-sector and industry program in excess of $200 
million to build and evaluate such a demonstration 
platform and support research and development 
above it [8].

Arm, in a consortium with the University of 
Cambridge, University of Edinburgh, and Linaro, 
supported in part by DSbD, has designed and built 
Morello, a CHERI-enabled prototype architecture, 
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processor, SoC, development board, and software 
stacks, extending the Armv8.2-A architecture and the 
high-performance Neoverse N1 processor [9, 10]. The 
formal verification of the Morello architecture design, 
described in the last section, provides assurance that 
it does provide the intended security properties. The 
complete CHERI software stack, including compil-
ers, OSs, and applications, have been ported to the 
architecture. The architecture, emulators, and soft-
ware toolchains have been available since 2019, and 
boards have begun to ship to academic, industrial, 
and government research labs in early 2022. DSbD is 
also funding further research and evaluation projects 
centered around Morello. All this will allow evalua-
tion of CHERI mechanisms in a variety of configura-
tions and use cases on a state-of-the-art hardware 
platform, and paves the way for the potential adop-
tion of CHERI into future production architectures 
and devices.

CHERI capabilities on Morello
CHERI capabilities are twice the natural address size 
of the architecture plus an out-of-band tag bit, which 
is not independently addressable; for Morello, capa-
bilities are 128+1 bits. As shown below, the lower 64 
bits are the “value,” which in most cases represents a 
virtual address. The upper 64 bits encode metadata, 
including bounds, permissions, and other mecha-
nisms. The tag provides integrity protection: it is pre-
served only by legitimate operations on capabilities, 
and cleared by others. A capability can only be used 
as such (e.g., for a dereference if its tag is set). 

perms[17:2] e g otype[14:0] bounds[86:56]

value[63:0]

A sophisticated compression scheme allows a ca-
pability to include 64-bit lower and upper virtual-ad-
dress bounds [10, 19]. Small regions can be described 
precisely, with an arbitrary size in bytes, while for 
larger regions, only certain bounds and sizes are ex-
pressible. The capability value must be either within 
the bounds or within a certain range above or below, 
allowing for common C idioms that transiently con-
struct (but do not dereference) slightly out-of-bounds 
pointers; other combinations of value and bounds 
are not representable. This scheme trades off bounds 
precision for reduced capability size; supporting 
arbitrary bounds would require more than 128+1 

bits per capability, which would have unacceptable 
performance costs.

Four of the 18 permission bits are reserved 
for software, while the others have architectural-
ly defined meaning. The Load, Store, and Execute 
permissions control whether a capability can be 
used for loading or storing data or fetching instruc-
tions. Permissions to control loading and storing of 
capabilities, as opposed to data, are also available. 
The System permission controls access to system 
registers and operations, in addition to the access 
control mechanisms of the base Arm architecture. 
Capabilities can also be sealed, making them im-
mutable and unusable for anything but branching 
to them; this allows controlled transitions between 
different security domains. Sealing (or unsealing) 
a capability requires an authority capability with 
the Seal (or Unseal) permission; more on this in the 
next section.

Capabilities in registers and memory
Morello extends the Armv8-A general-purpose 
integer register file, as well as certain control and 
status registers, from 64 bits to 128+1 bits. Memory 
is extended with a tag bit for each 128-bit sized and 
aligned unit of DRAM.

The program counter (PC) is extended to become 
a program-counter capability (PCC), constraining 
instruction fetch as well as PC-relative loads (e.g., of 
global variables). A new DDC special register controls 
and transforms memory accesses relative to ma-
chine-word pointer values by legacy (non-capability) 
instructions, for legacy code using integer pointers.

Capability-aware instructions
Morello extends Armv8-A with new instructions and 
modifies existing instructions to use and respect 
capabilities. For example, a Load capability (literal) 
instruction LDR <Ct>,<label> calculates an address 
from the PCC value and an immediate offset, loads a 
capability from memory, and writes it to capability 
register Ct [10]. If the PCC capability does not have 
the load permission, or the calculated address is out-
side its bounds, a capability fault exception is raised. 
The tag of the PCC capability is also checked (already 
as part of instruction fetching). Most other instruc-
tions authorize loads and stores via a capability in an 
explicitly identified register, or use DDC, rather than 
implicitly use PCC.
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Conventional execution flow is also controlled by 
capabilities, with branch and branch-and-link-regis-
ter instructions to capability destinations (or implic-
itly with respect to the PCC for legacy instructions). 
Here, too, the capability must have its tag set and the 
target virtual address must be within the bounds, and 
in this case, it must authorize execution.

Then there are instructions to access and manip-
ulate the fields of a capability, including arithmetic 
on its virtual-address value field (corresponding to 
conventional pointer arithmetic), comparisons, and 
other operations to extract and manipulate its per-
missions and other data.

Due to opcode-space constraints, Morello intro-
duces a new instruction-decoding mode that reuses 
existing integer-relative load/store/jump instruc-
tions for capability-relative access.

Domain transition
CHERI distinguishes between sealed and unsealed 
capabilities. An unsealed capability can be used di-
rectly (e.g., to load and store), but a sealed capability 
can only be used to request actions be taken by other 
software. This feature can be used in the context of 
protection domains or software compartments, in 
which whole subsystems are given access to a limited 
subset of memory.

Domain X may have no direct authority to domain 
Y, but may call into domain Y by invoking one or more 
sealed capabilities originally sealed by (or for) Y. 
The invocation will install unsealed versions of the 
invoked capabilities in registers. This always includes 
replacing the current PCC; thus, this performs a jump 
to a specific code entry point provided by domain Y. 
These domain transitions are non-monotonic and 
must be treated specially in our proof.

Variations on this sealing and invocation mech-
anism enable slightly different calling styles. When 
sealing capabilities, they can be labeled with an object 
type, if the authorizing capability has that object 
type in its bounds. The “branch to sealed capabili-
ty pair” instruction invokes a given code capability 
and also an argument data capability, checking their 
object types match, providing object-style encap-
sulation. Three kinds of specialized sentry (sealed 
entry) capabilities may be used transparently by 
direct branch instructions, memory-indirect branch 
instructions, and memory-indirect branch-to-pair 
instructions, respectively.

Exceptions and the memory 
management unit
In addition to compiler-facing instructions, system 
functionality such as virtual memory, cache man-
agement, and exception handling is also extended. 
Exception handling preserves extended capability 
register state, and there are new exception cause 
codes associated with CHERI failures such as bounds 
violations or untagged memory accesses. Because 
exception handling is able to restore reserved reg-
isters during exception-level transitions, it is also a 
form of domain transition, as reserved registers may 
contain capabilities not available to the executing 
code. The page-table format has been extended to 
add new permissions to, for example, limit loading 
and storing capabilities.

Conclusion
Work proceeds apace both to explore and evaluate 
the use of Morello and to investigate the application 
of the CHERI ideas in other contexts. For further up-
to-date details, please see the web pages for CHERI at 
https://www.cl.cam.ac.uk/research/security/ctsrd/
cheri/ (especially the "Introduction to CHERI" and 
"Architecture specification" documents there), for 
Morello at https://www.arm.com/architecture/cpu/
morello, and for Digital Security by Design at https://
www.dsbd.tech/. 
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In this article, we describe the Laboratory for Physical Sciences (LPS) test, evaluation, and research ac-
tivities associated with the Intelligence Advanced Research Projects Activity’s (IARPA) SuperCables 
program. SuperCables is a program focused on developing the capability to egress single flux quanta 

(SFQ) data from a superconducting processor at a temperature of 4 Kelvin (K) to room temperature. 
To achieve the goals of the program, four performers are attempting to map data onto pulses of light 
and output the data over a thermally insulating optical fiber, instead of the typical way which sends the 
electrical signal over a conducting microwave cable. To assess the performance of these devices, LPS 
has developed the capability at 4 K to measure the bit error rates (BERs) up to 30 gigabits per second 
(Gbps), the dissipated and leaked optical power from nanowatts (nW) up to tens of milliwatts (mW), and 
has researched the fiber-device coupling, which is a significant source of optical loss in these systems.
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Introduction 

The electronic industry has relied on scaling 
down complementary metal-oxide semicon-
ductor (CMOS) transistors for decades, but the 

semiconductor-only road map ended in 2015 [1], 
and the new standard map includes “Beyond CMOS” 
technologies [2], indicating a need to explore new 
materials and devices. One alternative to semicon-
ductor logic is superconducting logic [3], which uses 
single flux quanta (SFQ) for bits [4], and is known for 
energy efficiency as well as speed. The most devel-
oped type, rapid single flux quanta (RSFQ), has been 
studied as a possible system since the 1990s [5, 6, 
7], and modern superconducting logic families show 
further gains in efficiency by reducing or eliminating 
static power [8, 9, 10]. Additionally, reversible com-
puting [11, 12, 13, 14] promises the ultimate ther-
modynamic advancements in digital efficiency, and 
neuromorphic computing [15, 16, 17] promises new 
computing architectures, both with superconduct-
ing logic. The typical operating temperature for this 
logic is 4 K (-269 degrees Celsius), and researchers 
are generally interested in the energy dissipated (i.e., 
heat produced) during cryogenic operation, which is 
typically estimated by calculation [18].

Aside from logic circuitry dissipation, the total 
cryogenic power budget also needs to account for the 
movement of data (i.e., egress and ingress) between 
room temperature and 4 K which is significant when 
transmitting large amounts of data at high data rates 

using traditional means. Standard low-loss cop-
per-based microwave cables would transmit a large 
amount of passive heat from room temperature into 
the 4 K environment because of the large associated 
thermal conductivity of the copper (Cu) metal. For 
example, a standard 50 centimeter-long high-band-
width microwave cable made from Cu (assuming a 
temperature thermal conductivity of 3 W/cm*K for a 
UT-47 cable) would deliver an estimated 0.3 mW of 
passive power from room temperature directly to the 
4 K environment (corresponding to 0.15 W of wall 
power), a value too large when scaling the number of 
inputs and outputs for a cryogenic processor. To de-
crease this amount of heat, one typically uses alloyed 
metallic cables so that the thermal conductance of 
heat is reduced, resulting in approximately an order 
of magnitude decrease in the passive heat. The down-
sides with this strategy are that resistive cables result 
in a smaller bandwidth and still pose a challenge for 
scaling to a very large number of channels of data.

Is there a better way of getting data and signals 
to and from a cryogenic environment? IARPA’s 
SuperCables program is addressing this question by 
having performers design and demonstrate devices 
which convert electrical data from an SFQ stimulus 
module into pulses of light [i.e., a cryogenic electri-
cal to optical (EO) device], and then use an optical 
fiber to carry the data signal to room temperature. 
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There are potentially several benefits to using an 
optical fiber:

 � Optical fibers enable a much smaller transfer of 
heat into the cryogenic environment since the 
thermal conductivity of glass is three orders of 
magnitude smaller than metal. 

 � Data transmitted through an optical fiber has a 
larger bandwidth than electrical data transmit-
ted in an electrical cable.

 � Optical fibers have better scalability poten-
tial when going to a large number of inputs 
and outputs.

To guarantee that the demonstrated EO devices 
work better than traditional means for the egress 
of cryogenic data, IARPA has created metrics cen-
tered around small BERs, large bandwidth, and small 
energy-per-bit devices (see table 1). To meet these 
goals, four performer teams are researching cryo-
genic electro-optic transducers based on tunable 
ring resonators, a superconducting modulator, or a 
cryogenic laser [19]. 

TABLE 1. IARPA goals for the SuperCables program (The metrics discussed in this article are highlighted in bold.) 

Metric Units Threshold Objective Stretch

Energy per bit at 4 K aJ/bit 1,000 50 10

Total system energy per bit at room temperature fJ/bit 65 2 0.2

Bit error rate (BER) - 10-6 10-8 10-10

Channels per chip area cm-2 10 100 10,000

Data rate per channel Gbps 10 50 100

Latency ns 200 50 10

FIGURE 1. In this SuperCables component block diagram, the 
PRBS pattern is generated at either 300 K using a BERT (dashed 
black) or at 4 K using a superconducting stimulus module and 
sent to the electrical input of the EO device under test (DUT) 
(yellow). The converted optical signal is transported from 4 K 
to 300 K via an optical fiber (orange) and detected by an optical 
receiver as part of the BER measurement. Optionally, an input 
optical signal can be sent in from 300 K to the performer device 
by a separate optical fiber (dashed orange). The 4 K cryogenic 
components are shown within the dashed blue box.

To test and evaluate these unique performer de-
vices, a standard requirement for IARPA’s programs, 
our team has developed the expertise and assembled 
the facilities needed to evaluate the devices. As we 
describe in more detail in the following sections, 
this includes: 

1.    Measuring BERs of the performer devices up to 
rates of 10 Gbps using a provided SFQ stimulus 
module or up to 30 Gbps by driving electri-
cal data from room temperature down to the 
4 K environment, 

2.    Researching and developing new fiber-to-chip 
couplings for a cryogenic environment, and

3.    Researching and developing a cryogenic test 
platform to measure the dissipated electrical 
and optical power of the devices at 4 K any-
where in the range of 300 picowatts (pW) to 
34 mW.

Bit error rate measurements
To test the capability of the performer devices to 
transmit digital data without errors, the SuperCables 
program specifies the use of bit error rate (BER) mea-
surements. These measurements are performed by a 
bit error rate tester (BERT) which contains a pattern 
generator and an error detector. The pattern gener-
ator outputs a test pattern, containing a sequence of 
ones and zeros, that is sent to the input of the per-
former device. The output of the performer device 
is then compared to the test pattern by the error de-
tector to determine the number of errors. The BERT 
result is typically expressed as a ratio, such as 10-6, 
which means there is one error per million bits. The 
program goals for BER performance are broken into 
three tiers including 10-6 (threshold), 10-8 (objective), 
and 10-10 (stretch).
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For the test pattern, the program specifies that we 
use a pseudorandom bit sequence (PRBS), which is 
a deterministic, repeating binary pattern that exhib-
its statistical behavior analogous to a truly random 
sequence. It is typically denoted by 2k−1 PRBS or 
PRBSk, with k being the length of the shift register 
used to create the pattern. The pattern 2k−1 PRBS is a 
sequence that contains every possible combination of 
the k bits except one. Different length PRBS patterns 
are used in different applications. For example, 27−1 
PRBS (127 bits) is often used in Ethernet and Fiber 
Channel applications [20]. Longer pattern lengths, 
such as 223−1 PRBS (≈8 million bits), are typically 
used for synchronous optical networking (SONET) 
and synchronous digital hierarchy (SDH) telecom-
munication systems, which require a pattern with a 
lower frequency component. For SuperCables, we use 
a 27−1 pattern (see also next section). 

A simplified block diagram of the components 
of our cryogenic BER test bed is shown in figure 1. 
The electronic PRBS pattern is sent to the performer 
device at 4 K from either a BERT at 300 K or the SFQ 
stimulus module, which outputs PRBS and operates 
adjacent to the device within the cryogenic envi-
ronment. The converted optical signal is carried to 
room temperature via an optical fiber and detected 
by an optical receiver before going to the BERT error 
detector for analysis. The stimulus module allows 
us to test the performer device with representative 
data outputted from a superconducting computer; 
however, the voltage output amplitude is fixed at a 
small, approximately 4-millivolt (mV) peak-to-peak 
level, and the data rates are limited to approximate-
ly 10 Gbps, limiting a complete characterization of 
the devices. On the other hand, our BERT is capable 
of outputting signals with variable amplitude and 
at data rates up to 30 Gbps and is therefore able to 
ascertain a wider range of frequency and amplitude 
conditions as detailed in the next paragraph.

We conduct a suite of BER measurements for 
each performer device by sweeping experimental 
parameters to characterize the device performance 
and tolerances. Parameters such as optical input 
power (a laser power) and PRBS amplitude affect 
the energy efficiency of the device, so the measure-
ments determine how the BER changes as a function 
of these parameters. As an example, figure 2 shows 
the measured BER of a commercial optical modulator 
as a function of optical input power, and while lower 
optical power ultimately improves the overall energy 
efficiency, the error rate increases. Error will also be 

FIGURE 2. The bit error rate (BER) as a function of optical input 
power is measured here with a commercial optical modulator.

increased for poor optical coupling into the perform-
er devices. Moreover, the photons that do not couple 
into the device will increase the dissipated heat and 
reduce the energy efficiency. 

When measuring performer devices, we start by 
taking measurements at room temperature, when 
possible, and then repeat the measurements at 4 K. 
We compare the results of our tests to those provid-
ed by the performer and determine if they meet the 
SuperCables objective goals of 10-8. Furthermore, we 
vary the device bias and measure BER to determine a 
relationship between dissipated power and BER.

Single flux quantum source
In order to prepare for future tests of performer 
devices, we cooled and tested the stimulator module. 
The module uses Niobium (Nb) superconducting 
circuitry for internal SFQ generation and conversion 
from SFQ to efficiently made voltage levels which 
are outputted (as a PRBS waveform). It produces a 
PRBS signal with a fixed voltage output. This module, 
shown in figure 3, is mounted on the 4 K plate of the 
cryostat, as is the performer device, and is connected 
to the performer device by a short coaxial cable. The 
module, which can generate either return-to-zero 
(RZ) or non-return-to-zero (NRZ) patterns, can gen-
erate a deterministic PRBS7 or PRBS15 signal with a 
peak-to-peak amplitude of ~4 mV and data rates up 
to 10 Gbps [21]. While the goal of the program was 
to have the performer devices driven directly by the 
stimulus module signal, we also included an optional 
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cryogenic amplifier, shown in the schematic of 
figure 1 to amplify the pattern produced by the stim-
ulus unit as needed. The stimulus module requires 
11 direct current biases, four control switches, an 
input clock signal, and produces two available digital 
outputs. The module is also encapsulated by two 
magnetic shields to reduce stray magnetic fields and 
prevent the trapping of external flux in the niobium 
(Nb) layers, which would prevent proper operation of 
the module. 

FIGURE 3. In this photo, the stimulus module is mounted to the 
4 K plate of the cryostat. The superconducting chip, located at the 
bottom of the module (not visible, blue box) within the magnetic 
shield, is attached to the direct current bias and switches (yellow 
box) and microwave inputs/outputs (dashed green box).

FIGURE 4. This plot shows the output of the SFQ stimulus mod-
ule operating at 1 Gbps and a tempera ture of 4 K. The overlaying 
of repetitive samples produces an eye diagram with the potential 
to show some of the PRBS signal as ones and zeros. The eye is 
open in this measurement such that the signal is large compared 
to noise and the measurement gave a low BER.

We have successfully operated and characterized 
the stimulus module between 2.7 K and 4.5 K for data 
rates up to 10 Gbps. Figure 4 shows a representative 
PRBS eye diagram generated by the stimulus module, 
amplified at room temperature and then digitized by 
an oscilloscope.

Development of low-loss fiber 
device couplers
One of the biggest challenges in the practical imple-
mentation of a cryogenic electro-optic transducer is 
coupling light between an optical waveguide of the 
transducer chip and an optical fiber. Typical on-chip 
optical waveguides are around a few hundred nano-
meters (nm) wide, whereas the core of a single-mode 
fiber is around 10 microns (μm) in diameter. Some 
kind of mode conversion is necessary to efficiently 
couple between the two. In addition, the method by 
which the fiber is aligned and affixed to the chip must 
be cryogenically compatible. Reducing the optical 
loss due to mode conversion and misalignment is 
especially important because it not only degrades 
the performance, but also contributes to heating the 
cryogenic environment. 

Fiber-to-chip coupling strategies generally fall into 
three categories: edge coupling, grating coupling, 
and evanescent coupling (see figure 5). Edge cou-
pling is broadband, polarization-independent, and 
has shown losses as low as 0.7 decibels (dB) for a 
single fiber [22], but the alignment tolerance is very 
low, so thermal contraction from room temperature 
to the cryogenic environment must be carefully 
accounted for in the packaging. Grating couplers 
have better alignment tolerance, but they are typ-
ically wavelength-dependent and higher-loss than 
edge couplers. Evanescent coupling is a less mature 
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coupling strategy but shows similar performance to 
edge coupling [23]. None of these has emerged as 
a standard option for packaged cryogenic coupling, 
partly due to the fact that fibers aligned and affixed at 
room temperature can move or even break off when 
cooling down. As a result, most cryogenic electro-op-
tic transducers have been characterized using active 
alignment with micropositioners in the cryogenic 
environment, a strategy that is not scalable or power 
efficient. Here, we describe our work testing epoxy 
compatibility with the cryogenic environment, then 
use one of those epoxies in an experiment to test the 
cryo-robustness of a three-dimensional micron-scale 
structure for mechanically aligning optical fibers to 
on-chip devices.

FIGURE 5. The three main strategies for fiber-to-chip coupling are: (a) grating coupling, (b) edge coupling, and (c) evanescent coupling.

One of the important components for a cryo-ro-
bust package is the epoxy used to affix the optical 
fibers. The physical properties of epoxy will change 
as it cools, potentially becoming brittle or losing ad-
hesion. As a result, we tested a wide array of epoxies 
to determine which work best to adhere optical fibers 
over a wide range of temperatures. We used a sheet 
of untreated Cu as a substrate and epoxied pieces of 
optical fiber to the Cu (see figure 6). The epoxies we 
tested included J-B KwikWeld [24], VGE-7031 [25], 
Eccobond 286 [26], Silver-impregnated room-tem-
perature-vulcanizing silicon (RTV), rubber cement, 
and STYCAST 2850 [27]. For each of these, we tried 
different dilutions with toluene to control the flow 
around the optical fiber.

FIGURE 6. The fiber segments are epoxied to copper substrate 
for a thermal cycling test.

We then submerged the sample in liquid nitrogen 
(77 K) for about 10 minutes to allow it to equilibrate 
with the nitrogen. After pulling it out, we warmed it 
with a heat gun. This thermal shock is much greater 

than would be experienced in a typical cryostat cool-
ing cycle. We then looked for visible changes in the 
epoxy, and pulled on the fibers to evaluate adhesion. 
Most of the epoxies survived without visible changes, 
but a few did not do well holding the fibers through 
our pull test. Rubber cement, in particular, did not 
adhere well to the fiber; it may be useful for other 
applications, but not for firm fiber attachment.

Having characterized these adhesives, we pack-
aged an integrated photonic chip for cryogenic test-
ing. For this experiment, we leveraged a collaboration 
with the Lipson Nanophotonics Group at Columbia 
University to test their “plug-and-play” devices, 
three-dimensional funnel-like structures that guide 
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a tapered optical fiber into alignment with an on-
chip grating coupler [see figure 7(a)] [28]. We used 
silver-impregnated RTV, which survived the thermal 
shock test particularly well, to hold the fibers in 
place. A fiber-pigtailed device is shown in figure 7(b).

FIGURE 7. (a) In this microscope image of plug-and-play funnels on an integrated photonic chip, fibers 
are present in the funnels. (b) On this copper mount, chip and fibers are epoxied in place. (c) Here, the 
chip is mounted inside cryostat.

We mounted the device in a 4 K cryostat provid-
ed under the program [figure 7(c)] and monitored 
the transmission with respect to wavelength as the 
device cooled. Data from the measurement is shown 
in figure 8. We were able to see transmission through 
the device down to the base temperature of the cryo-
stat. Although the maximum transmission did not 
change very much with temperature, the bandwidth 
and spectral characteristics shifted slightly, likely 
due to thermo-optic changes in the refractive index 
of all three of the materials involved [silicon (Si), 
silicon dioxide (SiO2), and the plug-and-play device 
polymer]. Afterward, we warmed the device back to 
room temperature. 

We repeated this cool-down and warm-up cycle 
again, and the transmission characteristics did not 
significantly change. Surviving two cryostat cool-
ing cycles suggests that this packaging strategy is 
promising as a cryo-robust technique for aligning 
and affixing fibers to chips. We expect the design can 
be optimized to further reduce the optical inser-
tion loss. The best reported measurements of these 
plug-and-play devices was 9.5 dB total insertion 
loss, with approximately 0.05 dB loss attributable to 

each plug-and-play 
structure (at room 
temperature) 
[29]. In addition, 
the plug-and-play 
funnel is a versatile, 
additively-manufac-
tured structure that 
could be adapted 
for use with edge 
couplers and other 
coupling strategies.

4 K device 
dissipation 
measurements 
An important metric 
of the SuperCables 
program is the 4 K 

dissipated energy-per-bit of the performer devices. 
To directly measure small amounts of dissipated 
electrical and optical power, our team at LPS has re-
searched and developed new capabilities to measure 
dissipated powers between 0.3 nW and 30 mW [30].

Figures 9(a) and (b) show pictures and a cross-sec-
tional schematic of our test stage module which 
allows measurement of heat dissipation. The DUT is 
bolted to the test stage. Since the module operates 
in a vacuum, any electrical or optical heat dissipat-
ed from the performer device readily conducts into 
the test stage containing a thermometer and three 
identical electrical heaters labeled: bias, applied, and 
feedback heater. The applied electrical current and 
voltage to each heater is measured to determine the 
applied heat on the test stage. A thermometer and 
heater are also mounted to the base plate to actively 
maintain a stable 3 K cold thermal reservoir.

To simplify discussion of basic heat flow concepts, 
the test stage with mounted components (heaters, 
DUT, and thermometer) is hypothetically assumed to 
be very well thermally isolated. In this idealized sce-
nario, all generated heat that flows into the test stage 
is energetically stored by raising its temperature. The 
increase in temperature (∆T) depends on the total 
mass (m) of the stage and mounted components. 
The stored thermal energy is given by E=(m cS) ΔT, 
where cS is the average specific heat of the materials. 
Measuring small amounts of heat generated from a 
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FIGURE 8. Normalized transmission spectrum at room tempera-
ture (295 K) and base temperature (4 K).

FIGURE 9. (a) These images and (b) this diagram depict the test stage module that measures heat dissipation of cryogenically main-
tained devices. The module’s base plate mounts to a cryostat cold plate in vacuum. A copper test stage is structurally supported by 
three thin-walled stainless steel tube stand-offs. The test stage is cooled by the base plate through a metal thermal link. (c) A thermal 
diagram of the test stage module idealizes the test stage as a homogeneous block with a heat capacity CS, mass mS and temperature TS. 
All test stage heating is from parasitic heating effects qP plus intentional heating by test devices qDUT and test stage heaters that include 
the applied heater qAH, feedback heater qFH, and bias heater qBH.

macroscopic device with large mass is challenging 
since the signal, which is the rise in temperature, is 
very small. Rewriting the energy as a heat flow q=E/
Δt (in watts) and using the definition of heat capacity, 
CS=m cS, the instantaneous heat flow into the stage 
can be written as q=CS ∂T/∂t. This expression for the 
storage of heat in material from heat flow is analo-
gous to the storage of charge in a capacitor from a 
charge flow I=C ∂V/∂t, where current and voltage 
substitute for heat flow and temperature, and capaci-
tance substitutes for heat capacity.

Connecting the hypothetical test stage to the 
base plate with a thermally conducting link causes 
heat to flow from the test stage into the colder base 
plate. This heat flow depends on the temperature 

difference across the thermal link, ΔT=q RL, where 
RL is the thermal resistance of the link that is tuned 
by selecting its material (thermal conductivity) and 
adjusting the length and cross-sectional area. A useful 
electrical analogy is Ohm’s law, ΔV=I R, which has 
electrical resistance R. In order to maintain the test 
stage at 4 K while tethered to the colder reservoir 
at 3 K, the test stage bias heater needs to dissipate a 
power of q=(4−3)K/RL to maintain the temperature 
difference of 1 K (assuming no power is dissipated by 
the performer device). Any steady parasitic heat flow 
into or out of the test stage (from thermal radiation, 
conduction, and ohmic self-heating of wires and 
thermometers) is compensated by changing the bias 
heater power required to maintain the 1 K difference. 
All parasitic heat leaks between the test stage and 
base plate are engineered to be much smaller than 
the heat flow through the thermal link. 

A sudden increase in heat flow Δq into the test 
stage from the performer device that has been turned 
on will cause a time-dependent rise in temperature 
away from 4 K. As the temperature rises, added heat 
energy is stored in the test stage while the tempera-
ture difference across the thermal link increases. This 
results in additional heat flow into the cold reservoir, 
which reaches a new steady state equilibrium tem-
perature where Δq=ΔTeq/RL. At any time t, the heat 
flow into the test stage must either go into heating it 
up or conduct through the link into the cold bath so 
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that Δq=CS •(∂ΔT(t)/∂t) + ΔT(t)/RL. This differential 
equation has an exponential solution for the time 
dependence of the test stage temperature and is the 
same differential equation and solution as a charging 
capacitor in a series resistor-capacitor (RC) circuit. 
Multiplying both sides of the equation by resis-
tance, and substituting ΔV for ΔT and ΔI for Δq, gives 
Kirchhoff’s voltage rule. In both cases, the solution 
has a characteristic RC time constant. For our test 
stage module, the thermal time constant τ=RL CS is be-
tween a few seconds to 10 minutes, depending upon 
the mass of the device and thermal link selected. The 
response time is slow when either the resistance is 
high, which is necessary to produce a measurable rise 
in temperature when devices dissipate very small 
heat flows, or when the combined mass of the test 
stage and mounted components is large. 

FIGURE 10. (a, b) An applied heater is cyclically toggled off and on (gray) and the temperature response is fit (red and blue) with the 
parameters ΔTeq and τ, from which RL and Δq are determined. (c) An active feedback measurement scheme is demonstrated using a 
weak thermal link. An applied heat of 399.79 nW is cyclically applied (blue) while a feedback heater compensates to maintain the test 
stage at 4 K (red). The changes in electrical dissipated power Δq are fit (cyan). (d) Each sequential plateau difference Δqi is plotted for 
the applied (blue) and feedback heater (red), and the 95% confidence interval of the standard error of the mean reported.

Unknown heat loads can be measured by simi-
larly toggling test devices on and off and measuring 
the temperature rise. However, this measurement 
method has the inherent shortcoming that devices 
are measured over a range of temperatures. Thermal 
conductivity and specific heat of many materials are 
strongly temperature dependent at cryogenic tem-
peratures, which not only effect RL and CS but can also 
impact device performance.

To characterize the system, we toggle an applied 
heater off and on and measure the change in tem-
perature of the test stage, as shown in figure 10(a) 
and (b). Exponential fits of the data determine ΔTeq 
and τ, and therefore RL. The measured thermal dissi-
pation, found by Δq=ΔTeq/RL, is equal to the measured 
electrical power supplied to the heater. 
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To circumvent these issues and therefore drasti-
cally improve the measurement method, we maintain 
the test stage and devices at a constant temperature 
using an active feedback heater. Instead of measuring 
deviations in the test stage temperature, we measure 
changes in the electrical power supplied to a feed-
back heater. While electrical and optical power sup-
plied to the performer device are cyclically toggled on 
and off, the test stage temperature is measured and 
maintained at a constant 4 K. The critical engineering 
considerations using this feedback method remain 
essentially the same as before. The test stage still 
responds to changes in heat flow with a characteristic 
time involving τ=RLCS that critically depends on the 
mass of the test stage and components. The smallest 
possible change in heat flow applied by the feedback 
circuit is predicated upon the smallest measurable 
temperature deviation as δqmin=δTmin/RL, where the 
maximum thermal resistance RL (at 4 K) is pragmati-
cally limited by the longest tolerable cool down time 
of the test stage from room temperature (where the 
response time τ is much slower).

To demonstrate this feedback method, we use 
the applied heater to mimic turning off and on the 
total dissipated power of a performer device with 
~400 nW as shown in figure 10(d) (blue). The power 
supplied by the feedback heater compensates (red). 
Immediately following each toggle event, the re-
sponse of the feedback heater shows an overshoot 
followed by rapidly damped oscillations, standard for 
an optimally tuned proportional integral derivative 
(PID) feedback circuit. After settling, the feedback 
heater power plateaus and maintains the test stage 
at 4 K. Each plateau is averaged (cyan), and averag-
ing the differences between each sequential pair of 

plateau values results in a noise floor of 300 pW [see 
figure 10(d)]. 

Heat dissipation measurements, using two differ-
ent thermal links RL, have been demonstrated using 
a 430-gram net stage mass of Cu from a minimum of 
300 pW up to 30 mW, a dynamic range of 108. Except 
for the lowest power levels near 300 pW, the preci-
sion and accuracy of this technique is measured to 
four or five significant figures.

Conclusion
Data egress is an important task for the maturation 
of superconducting computing. With LPS’ unique 
expertise and capabilities in the field of fiber optics, 
integrated optics, cryogenics, and cryogenic com-
puting, our team has set up a test and evaluation site 
to evaluate 4 K cryogenic EO devices manufactured 
under IARPA’s SuperCables program. This includes 
evaluating the error rate of the EO devices by either 
electrically stimulating it from a superconducting SFQ 
module or a room temperature data source, mea-
suring the bandwidths of the devices up to 30 Gbps, 
measuring the dissipation from the devices from 300 
pW up to 30 mW, and performing research on the 
fiber-to-chip coupling.
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Our world is filled with electromagnetic energy, and we 
are constantly buffeted with both visible and invisible 
waves radiating throughout our living environment. 

Electromagnetic energy can be naturally occurring, such as 
x-rays from black holes and solar flares, shortwave radiation 
(ultraviolet, visible, and infrared energy) from the sun on a 
normal day, longwave (mostly infrared) or thermal radiation 
emitted from the Earth’s atmosphere and surface, and radio 
waves from galactic sources. Electromagnetic energy can also 
be human-made. The spectrum of energy ranges from ex-
tremely low frequency waves such as those emanating from 
power lines [60 hertz (Hz) in North America [1]] to extremely 
high frequencies that are used for medical purposes (e.g., di-
agnostic x-rays, cancer treatments). In between these opposite 
extremes are visible light and invisible radio frequency [(RF), 
3 kilohertz (kHz) to 300 gigahertz (GHz) [2]] energy emitted in 
the course of many of our day-to-day activities: waking up to a 
morning radio show, using the microwave to reheat coffee, log-
ging onto a Wi-Fi network, calling a colleague on a cell phone, 
pairing a fitness tracker using Bluetooth near-field communica-
tions, monitoring a home via internet-of-things devices, using 
a key fob to enter and start a car, using GPS to navigate, using 
hands-free technology while driving, listening to a satellite ra-
dio station, paying a highway toll via radio frequency identi-
fication (RFID) transponder, remotely opening a garage door, 
watching broadcast television, and on and on. In each of these 
examples, one or more “radios” are transmitting and/or re-
ceiving information through electromagnetic waves in the RF. 
The ubiquity of RF in today’s technology results in a constant 
complex background of RF signals at any given time and place.
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Should we be worried about all of these RF waves 
that surround us? Several US government agen-
cies, including the National Institute of Health’s 
National Institute of Environmental Health Sciences 
[1], Centers for Disease Control [3], Federal 
Communications Commission (FCC) [2, 4], and the 
Environmental Protection Agency [5, 6, 7], have 
reported on research related to potentially adverse 
health effects of specific portions of the electromag-
netic spectrum. To prevent interference across RF sig-
nals, particularly in regard to public safety services, 
the FCC and the National Telecommunications and 
Information Administration share regulatory respon-
sibility over the allocation of the spectrum between 
frequency bands 0 kHz and 275 GHz [8]. However, 
health risks and public safety are not the only con-
cerns posed by this metaphorical ocean of waves. 
Across the US government, agencies must also con-
sider our complex RF background when identifying 
potential security risks and implementing methods to 
mitigate for them. In order to effectively monitor RF 
signals, they need a system that can sift through enor-
mous volumes of data, in or near real-time, across 
a wide frequency range. In order to be actionable, 
such a system must have the ability to differentiate 
between what is “normal” (in other words, what they 
would expect to find in the given environment and 
can thus ignore), what is “anomalous” (unexpected), 
and what is "significant" (security threat worthy of 
further investigation). 

This article will focus on the last area of concern: 
security—why we need to monitor signals and 
what methods and hardware currently exist to meet 
our needs. Finally, we will introduce new initia-
tives, including IARPA’s Securing Compartmented 
Information with Smart Radio Systems (SCISRS) 
program [9], that aim to develop the next-generation 
methods to automatically detect and characterize 
suspicious signals and RF anomalies in complex 
RF environments.

The need to detect anomalous signals
So why are anomalous RF signals a security problem 
and why would anybody need a system to monitor 
them? The simplest answer is that certain facilities 
house highly classified information and, therefore, 
must have the most rigorous security measures in 
place. There are strict standards for the physical and 
technical security of any sensitive compartmented 
information facility (SCIF) [10, 11]. These standards 
create a foundation from which those tasked with 

securing a SCIF can deduce what normal signals 
should look like. Attempts to steal or leak data will 
then give themselves away through telltale signals 
such as intentional transmissions from unauthorized 
or modified wireless devices, unexpected mobile cel-
lular signals, and unintentional emanations that carry 
compromising information. Each type or category of 
signal has specific methods that are used to detect 
them. But, as technology progresses, the overall 
“normal” RF background in secure environments 
grows more complex, and these indicators of breach-
es may become easier to hide and more challenging 
to discover. 

US facilities and federal buildings are governed by 
standards and physical security policies that restrict 
ingress and egress of items that can receive, record, 
transmit, or emit information, thereby imposing 
a technical threat [12]. But the basic equipment 
necessary to facilitate day-to-day business activities 
must also be able to receive, record, transmit, or 
emit information. The varying answers to the simple 
question “what is allowed inside of where?” result in a 
significant challenge to those responsible for secur-
ing these facilities. For example, official electronic 
devices, information technology (IT), and associated 
media are permitted if they are operationally re-
quired, they have been approved by their organiza-
tion, and their introduction complies with all relevant 
policies and procedures. However, the same types 
of devices (information storage media, radio trans-
mitters, computers, photographic-/audio-/video-re-
cording equipment, and other personal electronic 
devices) are not allowed, if they do not meet the 
criteria for official IT. While most personally owned 
electronic equipment is not permitted in secure 
facilities, exceptions are made based on a variety of 
conditions related to the facility (e.g., its location, the 
types of information housed and exchanged within 
it) and the capabilities/features of the equipment 
itself. These might include items needed by individ-
uals with disabilities or for medical reasons (e.g., 
motorized wheelchairs, hearing aids, pacemakers, 
electronic hemoglobin-testers, insulin pumps) which 
are permitted so long as their introductions comply 
with applicable policies and procedures. Personal cell 
phones are never permitted inside a SCIF but may be 
permitted in other parts of the same building. The na-
ture of the policies governing electronic devices and 
IT result in highly complex RF environments. Now 
imagine having to do this in less typical surroundings. 
Some missions require that information and data be 
generated, stored, used, transmitted, and received in 
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environments where there is less control. For exam-
ple, military operations might require a temporary 
SCIF in order to meet tactical, emergency, or imme-
diate operational requirements. The RF background 
and baseline would look very different in a remote 
location versus an urban location, and data security 
may be more challenging based on variable factors. 
In some exceptional circumstances, the mandated 
standards for a SCIF cannot be met, and additional 
security measures must be taken to mitigate for the 
increase risk to data security. 

Any malicious actors, those whose intent is to steal 
data, will try to conceal the signals emanating from 
their devices and by their activities. They may do this 
by hiding their signals using methods such as spread 
spectrum or frequency hopping or by employing 
short bursts that are less likely to be detected in a 
system that is scanning through a wide spectrum of 
frequencies; a rough metaphor would be like security 
guards watching a video feed that jumps from one 
camera to another and onward until it has completed 
the circuit of cameras located throughout a build-
ing. Vigilant guards would catch illicit activity if it 
occurred in the time and location that showed up on 
their monitor, but there is some probability that they 
could miss it if the activity were very short and fast 
and there were a large number of cameras to sequen-
tially scan.  Alternatively, data thieves may not try to 
hide their signals at all; rather, they may use signals 
that mimic or closely resemble those that you would 
typically see in the target environment. Finally, an op-
portunist might simply take advantage of unintended 
RF emanations that inadvertently carry information. 

Existing methods to mitigate risks
What can we do to secure our data? Security risks can 
be binned into broad categories, for which different 
mitigation strategies are employed. For some cate-
gories, the security monitoring is constant; whereas 
in others, the mitigations are employed on a case-
by-case basis. We’ll discuss a few examples in the 
next section.

Wireless intrusion detection system (WIDS) 
Rogue wireless devices pose security risks to US 
facilities, ranging from the nonapproved devices that 
are inadvertently brought into restricted facilities to 
hostile devices that intentionally pass information to 
adversaries. The most minor violations, such as when 

an employee forgets a cell phone in a jacket pocket 
and unintentionally brings it into a SCIF, can result in 
significant cost to an organization. A typical smart-
phone contains multiple transceivers including, but 
not limited to: cellular, Wi-Fi, near-field communica-
tions (e.g., Bluetooth), and GPS. Exploitation of cell 
phones (i.e., interception and monitoring) can enable 
an adversary to remotely access these transmitters/
receivers as well as the phone’s storage, camera, and 
microphone to gain information about the phone’s 
surroundings. Even if a cell phone has not been 
exploited, accidental introduction into a secure space 
results in a cost to the organization: forensic analysis 
of confiscated devices takes time and manpower and 
can divert critical personnel from mission-critical 
security duties. Rogue wireless devices can also be 
intentionally introduced by an insider threat—an 
individual inside an organization who intends to 
use their authorized access for espionage, unautho-
rized disclosure of information, or other means of 
causing damage to the security of the United States. 
Adversaries can also hide or implant wireless devices 
inside hardware. Regardless of the intent, the pres-
ence of rogue wireless devices impose threats to US 
information infrastructure.

Over the years, mitigations have been developed 
and evolved to counter known wireless threats. 
Because wireless technology is based on commu-
nication standards, the detection of unbound RF 
signals can be used to detect rogue wireless devices. 
Currently, one of the most common security tools is 
the wireless intrusion detection system (WIDS), a 
commercial wireless technology that assists with the 
monitoring of specific parts of the RF spectrum to 
identify unauthorized wireless transmissions and/
or activities. WIDS can be used to detect, identify, and 
geolocate wireless local area network (WLAN) de-
vices in controlled spaces. Systems that also include 
active defense capabilities that can prevent unautho-
rized connection are wireless intrusion protection 
systems (WIPS). Both WIDS and WIPS consist of an 
RF sensor component (antennas and radios designed 
to collect specific wireless transmissions), a central 
controller/analysis component (software developed 
to distinguish between authorized/normal and un-
authorized/anomalous wireless transmissions), and 
a display component (the user interface/dashboard 
that reports findings to designated personnel) [13]. 

WIDS and WIPS use strategically placed sensors 
and diagnostic software to track known signals such 
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as those from Wi-Fi, cellular transmissions, and 
end-user devices. The components and abilities of 
commercially available WIDS/WIPS vary based on 
the manufacturer; however, all systems will have 
sensors and a server. Hardware-based sensors are 
comprised of strategically placed antennas paired 
with radios that are used to scan the relevant chan-
nels [typically 2.4 GHz and 5 GHz for Wi-Fi, some-
times 800-900 megahertz (MHz) and 1.8-1.9 GHz 
for cellular], spending a set amount of time (e.g., 100 
milliseconds to 1 second) at each channel. The WIDS/
WIPS server detects potential threats by analyzing 
signatures, behaviors, protocols, and RF spectrum 
collected by the sensors [14].

Department of Defense (DoD) components deploy 
WIDS solutions to monitor their controlled spaces 
for WLAN activity and to detect WLAN-related policy 
violations on unclassified and classified DoD wired 
and wireless LANs. WIDS that comply with DoD and 
other US agency policies [12, 13] are capable of mon-
itoring transmissions that fall within the Institute of 
Electrical and Electronics Engineers (IEEE) 802.11 
body of standards in the 2.4, 3.6, 4.9/5, and 60 GHz 
spectrum bands. They continuously scan for and de-
tect authorized and unauthorized WLAN activities 24 
hours a day, 7 days a week, identifying unauthorized 
devices interfering with authorized devices, identify-
ing authorized devices operating outside the 802.11 
protocol, configuration parameters, and identifying 
the physical location of all 802.11 devices within the 
controlled space. In addition to the required 802.11 
WLAN protocols, WIDS may also have the capabili-
ty to detect or monitor traffic of cellular protocols, 
additional 802.11 protocols, 802.14 protocols, 
other low-latency protocols, and other long-range 
wireless protocols.

TEMPEST
Originally a cover name selected by an NSA engi-
neer in the early 1950s, TEMPEST has since become 
a generic word (noun, verb, or adjective) used in 
relation to the unintentional emanations of classi-
fied information from equipment [15]. Any time a 
machine is used to process classified information 
electronically, the various switches, contacts, re-
lays, power lines, and other components may emit 
electromagnetic or acoustic energy [16]. These 
emissions behave like small radio broadcasts that 
radiate through free space, or they may be induced 
even farther on nearby conductors like signal lines, 

external power lines, telephone lines, or water pipes 
[16]. The potential for an adversary to capture and 
reconstruct the electromagnetic radiation makes it 
a security threat. TEMPESTn, the noun, refers to the 
technical threat itself; whereas TEMPESTv, as a verb, 
can be used to describe the mitigation to reduce the 
threat, and TEMPESTadj, as an adjective, is used to 
describe anything related to the phenomenon [15]. 
The simplest solution to the TEMPESTadj threat is to 
quantify the distance the TEMPESTadj emanations are 
able to travel, and establish the zone required to be 
controlled, and this is the strategy that was adopt-
ed by the US military when the problem was first 
discovered by Bell Telephone during World War II 
[17]. By 1955, additional techniques were available 
to suppress TEMPESTn, and it became possible to 
TEMPESTv equipment to prevent it from radiating. In 
1976, NSA created the Industrial TEMPEST Program 
(ITP), a government-industry partnership to develop 
TEMPESTn-suppressed equipment to satisfy the gov-
ernment’s growing need and reduce the prohibitively 
high costs for case-by-case mitigations [17]. A few 
years later, the North Atlantic Treaty Organization 
(NATO) agreed to a scheme to have vendors offer 
approved TEMPESTadj products for catalog and sale 
to NATO and NATO member nations [18]. Despite 
the successful development of commercially avail-
able TEMPESTn-suppressed equipment, when faced 
with the need to protect an entire facility housing a 
large quantity of intelligence-related equipment, an 
organization might choose to also apply TEMPESTadj 
countermeasures to the building’s construction to 
shield it in its entirety from TEMPESTadj radiation. 
Regardless of risk mitigation security measures, 
TEMPESTn is a phenomenon that can still be demon-
strated and, therefore, a threat that still exists today. 

The current state of the art for TEMPEST mitiga-
tions can be separated into two categories: preven-
tion and detection. In the first category, the main 
countermeasures include shielding (putting shields 
around the equipment to block acoustic or electro-
magnetic signals), filtering (putting filters on power 
lines and other outbound connections), masking 
(structuring devices to emanate signals that don’t 
distinguish between different data values), attenua-
tion (adjusting devices to use less power, minimizing 
the signal it can radiate), and zoning (establishing 
a controlled area between equipment and potential 
adversaries) [19]. In the second category—detec-
tion—hardware is used to detect the emanations 
that could be used to capture and reconstruct 
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information-bearing signals. Different instrument 
sensors would be employed in order to capture the 
different TEMPEST emanations. For example, an 
oscilloscope may be used to detect voltage signals. A 
sound transducer could be used to capture acoustic 
signals. Various antennas and radios would be used 
to capture other electromagnetic signals in the RF 
spectrum. Because the wide variety of emanations 
that can fall under the TEMPEST umbrella, detection 
methods are often only deployed if there is a specific 
suspicion of a TEMPEST risk or threat.

Cell-site simulators
A cell-site simulator (also known as fake cell tower, 
rogue base station, ”IMSI catcher,” or by commercially 
available models such as the StingRay) is essential-
ly made up of two components: a software-defined 
radio (SDR) for sending and receiving radio waves 
and a computing device to provide a network back-
end for simulating a cellular core network. Together, 
they function by transmitting as a cell tower, fooling 
nearby cellular devices (e.g., cell phones) into iden-
tifying the simulator as the best cell tower in the 
area and subsequently connecting to it. The cell-site 
simulator receives the unique identifying numbers 
[international mobile subscriber identity  (IMSI)] 
of those connected devices. When used for criminal 
justice purposes, law enforcement will use the IMSI 
to identify its target and obtain signaling information 
related only to the particular phone that is being tar-
geted [20]. More nefarious actors may connect to any 
phone, and subsequently perform man-in-the-middle 
attacks, placing malware between the device and 
their cellular network, to remove the phone from the 
real network, clone the target’s identity, track loca-
tion, extract or intercept data, and in some cases de-
liver spyware [20]. Specialized sensors can be used to 
detect cell-site simulators. In 2017, the Department 
of Homeland Security’s National Protection and 
Programs Directorate conducted a limited pilot 
project that deployed sensors in the National Capitol 
region in order to identify and better understand po-
tential IMSI catcher activities, and anomalous activity 
was observed that appeared consistent with IMSI 
catcher technology including at locations near the 
White House [22]. 

Wireless devices, TEMPEST, and cell-site simu-
lators are only a few examples of RF security risks. 
While current mitigations provide a reasonably 
high level of confidence in the security of data in 

US facilities, these and other threats still exist. 
Additionally, US data in mobile or temporary environ-
ments is more challenging to secure. All of the threats 
that are described in this article have common 
elements (signals that are anomalous or unexpected) 
and similar challenges (their ability to hide in a com-
plex RF background environment). 

The next generation of securing 
information
How do we improve our methods for safeguarding 
information and data? We know that attempts at 
data breaches might produce unexpected signals in 
our known RF environments. The seemingly obvious 
answer would be to scan all RF signals and analyze 
them for those that might come from or be used by 
bad actors. In reality, it would be impractical to install 
all of the hardware necessary to scan every possible 
frequency range constantly, and it would be compu-
tationally impossible to analyze all of the resulting 
terabytes of data per second in or near real-time. And 
our monitoring systems must remain agile to adapt 
to new evolutions in technology and new signals in 
our expected RF environment (e.g., 5G millimeter 
waves). An ideal solution would rely on a balance 
of efficient algorithms and affordable hardware to 
reduce the likelihood that an anomalous signal would 
go undetected. 

Let’s start with hardware. If the signals of interest 
are hidden within the expected overt signals and am-
bient signals that exist normally in the environment, 
then we need radio receivers to detect all of those sig-
nals to analyze. But what kinds of radios? A tradition-
al radio is designed to transmit and/or receive signals 
in a specific range of frequencies, and the range of 
frequencies is mainly dependent upon the bandwidth 
of the radio’s antenna and its analog components. For 
example, that radio in your car most likely receives 
signals between 540 kHz to 1700 kHz for AM stations 
and 88 MHz to 108 MHz for FM stations. Remember 
that the RF spectrum ranges from 3 kHz to 300 GHz 
(in other words: 3,000 Hz to 300,000,000,000 Hz) 
which is a very broad range, and suspicious signals 
may range over several orders of magnitude. If you 
were limited to traditional analog radios in order 
to receive signals across the entire RF spectrum, 
you would need a lot of radios. However, “cognitive 
radios” or “smart radios” allow us to expand the 
functionality of radio devices by increasing their 
frequency spectrum and sampling rates. The FCC has 
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defined cognitive radio as “a radio that can change its 
transmitter parameters based on interaction with the 
environment in which it operates” and cites SDR as 
an implementation strategy [22]. The FCC goes on to 
say that “cognitive radio can be viewed as a combined 
application of SDR and intelligent signal processing 
with functional elements of radio flexibility, spectral 
awareness, and the intelligence of decision-mak-
ing.”  SDR uses a small receiver to tune in and listen 
to radio signals at various frequencies and software 
to reconfigure itself as needed [24]. SDR is not the 
radio in and of itself; rather, it is a device that con-
tains a tunable circuit that allows the user, through 
a software-based tuner, to sample only energy at the 
desired frequency and sampling rate and ignore all 
other signals [25]. Much like traditional radios, SDRs 
rely on antennas, and their utility is limited by the 
abilities of the antennas they are paired with. Higher-
end SDR devices can monitor multiple channels, each 
providing bandwidth across extended frequency 
ranges. For example, the Ettus N320 is a networked 
SDR that has four channels, each providing up to 200 
MHz of bandwidth, covering the frequency range 
from 3 MHz to 6 GHz [26]. Beyond SDRs, we can also 
use spectrum analyzers to digitize input signals and 
capture more of a frequency spectrum. The Signal 
Hound SM200C spectrum analyzer operates in two 
modes: 1) as a receiver providing in-phase/quadra-
ture phase (I/Q)a real-time samples with 40 MHz or 
160 MHz bandwidth that can be tuned over a 100 
kHz to 20 GHz range, or 2) as a spectrum analyzer 
that sweeps across 100 kHz to 20 GHz at 1 terahertz 
(THz) per second [27]. Given the right combination of 
antenna, software, and smart radios, we can receive 
signals from far more of the RF spectrum with less 
hardware. And less hardware means less expense. 

Assuming we are able to capture a meaningful 
subset of the RF signals using smart radios, we would 
need to analyze data at rates approaching terabytes 
per second. It is a foregone conclusion to say that any 
analysis at this scale must be automated and most 
likely will need to employ advanced signal processing 
(e.g., statistical analysis, analysis of cyclostationary 
features, machine learning techniques) to be effec-
tive. Additionally, because the goal is not only to iden-
tify the suspicious signal but to also determine any 
bad intent and capture the perpetrator, the analysis 
would need to be completed in near real-time to be 
actionable. So who is developing this next genera-
tion of software algorithms? A number of academic, 
industry, and government groups are focused on RF 

research for varying purposes. The NSA’s Laboratory 
for Telecommunication Sciences (LTS) is home to an 
RF research team that investigates, develops, and 
tests antenna designs and addresses critical chal-
lenges, including the detection of RF anomalies [28]. 
The US DoD’s Defense Advanced Research Projects 
Agency (DARPA) has invested in RF initiatives in 
recent years, including, but not limited to: Radio 
Frequency Machine Learning Systems (RFMLS) to ad-
dress performance limitations and DARPA Advanced 
RF Mapping to provide situational awareness which 
includes the Distributed RF Analysis and Geolocation 
on Networked System (DRAGONS) project [29, 30]. 
Other collaborative efforts have been forged be-
tween DoD and academia, such as the RF Challenge 
at the Massachusetts Institute of Technology (MIT), 
in which the US Air Force has partnered with MIT to 
fund responses to its challenges, included a Cyber-RF 
Anomaly Detector Challenge [31]. More specifically to 
the purposes described in this article, the Intelligence 
Advanced Research Projects Activity (IARPA) has 
started a multi-year research effort aimed at devel-
oping smart radio techniques that can automatically 
detect and characterize RF signals potentially associ-
ated with attempted data breaches [32]. 

IARPA, the research and development arm of 
the Office of the Director of National Intelligence, is 
the corporate research and development resource 
for the intelligence community (IC) at large, and it 
invests in high-risk, high-payoff research programs 
to tackle some of the most difficult challenges of 
the agencies and disciplines in the IC. Through its 
Securing Compartmented Information with Smart 
Radio Systems (SCISRS) program, IARPA seeks to 
elevate the IC’s abilities to safeguard information and 
data that is generated, stored, used, transmitted, and 
received in secure facilities and beyond [33]. In the 
fall of 2021, IARPA awarded funding to five perform-
ers to develop smart radio techniques to detect and 
characterize suspicious/anomalous signals in com-
plex RF environments [33]. Over a three-phase 42 
month period, the SCISRS performers will develop 
methods to detect and characterize background and 
low-probability-of-intercept (LPI) signals such as 
direct sequence spread spectrum, frequency-hopping 
spread spectrum, snugglers, and burst (Phase I); 
altered and mimicked signal anomalies which are sig-
nals that resemble known overt signals in frequency, 
bandwidth, and pulse shape but are unrecognizable 
to the protocols established to receive them (Phase 
II); and unintended emissions such as anomalies in 

a. In-phase/quadrature phase (IQ) is a mathematical model/representation of a modulated signal.
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the emanation baseline arising from microprocessors 
or other electronics (Phase III) [34]. 

SCISRS performers will demonstrate the effective-
ness of their methods in two test-bed laboratories 
established and managed by IARPA’s collaborative 
partners. Each test bed houses an operating net-
work, electronic equipment commonly found inside a 
secure office environment, and other real or synthe-
sized sources required to contribute to both the overt 
signals and the incidental/unintended RF emissions 
typically found in an operational environment. While 
the test beds are located in different geographic areas 
(Pacific Northwest coast and Mid-Atlantic East coast), 
their proximity to urban settings, major internation-
al airports, radio stations, and other offices provide 
additional background noise that reflect real-world 
RF considerations in the two respective geographic 
locales. In addition to this, anomalous signals (in-
cluding LPI signals, altered or mimicked signals, and 
abnormal unintended emissions), with frequencies 
ranging over several orders of magnitude, will be sur-
reptitiously introduced by the test-bed teams. During 
the testing periods, performers will be expected to 
demonstrate their ability to command and control 
the onsite collection hardware, detect and character-
ize the ambient signals that make up the RF baseline 
in the test bed, and perhaps most importantly, char-
acterize and detect anomalous signals that have been 
added to the ambient baseline.

SCISRS has just begun, and the first phase of test-
ing is anticipated to occur in late 2022/early 2023, 
with the second and third phases to follow in subse-
quent 12 month periods. With the completion of each 
phase, the performers will deliver software to SCISRS 
repositories. If successful, the initiative will produce 
the next generation of software algorithms to analyze 
the massive amounts of data that can be streamed by 
smart radio systems.

Conclusion
Wired and RF communications systems have faced 
security threats since the interception of wired 
telegraph communications during the US Civil War 
and the later interception of wireless RF communi-
cations during the Russo-Japanese War. More recent 
security risks described in this article continue to 
persist through the present day. As telecommunica-
tions technologies advance, the introduction of more 
and/or novel signals will present new opportunities 

for adversaries. And as the geopolitical landscape 
changes, new temporary mission-specific secure 
facilities may be needed. All of these factors, sepa-
rately or in combination, contribute to the need to 
grow our abilities to monitor and detect anomalous 
RF signals. The SCISRS project is poised to deliver 
novel or improved software solutions to analyze 
more challenging signals, automate command and 
control, and potentially provide the means to identify 
previously undetectable threats. As long as research-
ers continue to stay vigilant towards future unknown 
risks, developers target today’s known threats, and 
leaders are open to supporting and adopting new 
methods, we can continue to secure our nation’s most 
classified information. 
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Three-dimensional integration (3DI) of integrated circuits (IC) is used today by many chip manu-
facturers to decrease interconnect length and create greater functionality in a single substrate 
[1]. These 3DI structures are created by vertically stacking multiple IC die, between which are 

electrical connections made using through silicon vias (TSV) [2, 3]. This technology brings new failure 
mechanisms to these chips [4, 5] and new challenges for failure analysis and identification. Typically, 
scanning electron microscopy (SEM) or x-ray tomography is used to image a damaged chip and deter-
mine where the fault occurred. The large size in all three dimensions of a 3DI chip requires techniques 
to have both a large field of view and high spatial resolution [6]. Since the field of view of these instru-
ments is many times smaller than the IC, it is necessary to stitch together many individual images. This 
results in extremely long times to acquire the complete image, and stitching errors degrade the image 
quality. It is possible to eliminate both of these issues by first coarsely localizing the fault and then ap-
plying the higher resolution imaging only to this area. Since many of the faults are caused by open or 
short circuits, it is possible to use electric or magnetic field measurements to provide the coarse fault 
location. Specifically, causes of open circuits can be a break in an electrical trace or a void in a TSV, to 
name a few. The voltage drop across the open circuit will create an electric field that could be mea-
sured and localized with an electric field sensor with the appropriate spatial resolution and sensitivity.
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Detection and measurement of electric fields 
is traditionally performed using antennas. 
However, to maximize their sensitivity, the size 

of a metal antenna is dependent on the wavelength of 
the field. For radio frequency (RF) electrical fields of 
1 megahertz (MHz) to 1 gigahertz (GHz), wavelengths 
range from 300 meters (m) to 0.3 m, respectively. 
Although clever antenna design can shrink the size 
of the antenna to a fraction of these wavelengths, it 
is still impossible to detect small spatial variations 
in the field. In addition, the metal used to construct 
the antenna and the coaxial cable used to connect the 
antenna to the necessary electronics can interfere 
with the field that is being measured. In this work, we 
develop two techniques that are capable of measur-
ing and locating RF electric fields with less than 1 
millimeter spatial resolution. The two approaches 
use optical interferometry which takes advantage 
of the extreme sensitivity of optical waves to small 
perturbations and their ability to be confined to 
small spatial regions, leading directly to the desired 
spatial resolution. 

Overview of optical interferometry
Optical interferometry measures the effective length 
of an optical resonator using laser light (see figure 1). 
If the effective optical length of the resonator chang-
es, either physically (change in length, ΔL) or mate-
rially (change in index of refraction, Δn), the laser 
power transmitted through the cavity will change. 
Through this mechanism, any change in an outside 
stimulus can be measured if the relationship between 
ΔL or Δn of the optical resonator and these stimuli is 
known. Changes in the effective length of the resona-
tor that are only a fraction of the wavelength of light 
can be detected, which confers extremely high sensi-
tivity on these sensors. Examples of outside stimuli 
that have been detected with this phenomenon in-
clude temperature [7], pressure [8], acceleration [9], 
chemical species [10], and gravitational waves [11]. 

FIGURE 1. Optical interferometry measures the effective length 
of an optical resonator using laser light; this schematic of an opti-
cal resonator has physical length L and index of refraction n.

In our case, we can transduce RF fields onto the la-
ser power transmitted through a cavity using special 
materials that change in response to electric fields. 
Materials with a linear electro-optic response (or 
Pockels’ effect) exhibit a change in refractive index 
Δn that is proportional to the electric field, thereby 
changing the effective length of the optical resonator. 
Materials with a piezoelectric response change their 
physical shape in response to an electric field, which 
can be used to change the physical length L of an opti-
cal resonator. The two examples below show each of 

these material types in action for optical readout of 
RF electric fields.

The spatial resolution of the electric field measure-
ment is approximately equal to the size of the cavity. 
Since high-resolution failure analysis techniques, like 
SEM and x-ray tomography, have a field of view of 
100–10 microns (μm), the goal of the two research 
projects detailed in this paper is to have a spatial res-
olution in this range. In the two examples below, we 
will show how both free space and integrated optical 
sensors achieve spatial resolutions in this range and 
obtain results that are not possible with antennas.

Electro-optic effect in lithium niobate
Lithium niobate is a human-made material that is not 
found in nature and, thanks to its extraordinary prop-
erties, is commonly used in a wide range of devices 
including RF filters, acoustic transducers, and optical 
modulators [12]. In regard to optical devices, lithium 
niobate is as important as the laser and optical fiber 
for the incredible capabilities of today’s telecommu-
nication networks. Its large electro-optic coefficient 
combined with a low dielectric constant at optical 
and RF frequencies allow the use of lithium niobate 
as an optical modulator in telecommunications 
networks and, for the same reasons, as an electric 
field sensor [13]. For an electric field sensor, a laser 
of wavelength 532 nanometers (nm) is incident on 
a piece of lithium niobate wafer as shown in figure 
2(a). The optical cavity is defined by the laser spot 
and therefore the spatial resolution is equal to the 
area of the laser spot. The spot size from a typical la-
ser is on the order of a millimeter but can be reduced 
to 10 μm or less using a series of lenses.
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FIGURE 2. (a) In this photograph of a rectangular piece of lithium niobate, a 532 nm laser spot defines the optical cavity of the electric 
field sensor. (b) This simplified block diagram illustrates the experimental setup for the electric field sensor, HWP = half wave plate.

The setup for characterizing the sensitivity of 
lithium niobate as an electric field sensor is shown in 
figure 2(b). Light from a green laser passes through 
a half-wave plate (HWP) in order to control the angle 
of the light’s polarization relative to the crystal axis 
of the lithium niobate. There is one specific direc-
tion where the electro-optic coefficient is larger 
than other directions; therefore, to achieve the best 
electric field sensitivity, the polarization is aligned in 
this direction. Then the laser passes through a beam 
splitter that divides the beam into two equal intensity 
portions. One beam is incident on the lithium nio-
bate sample that is placed between two metal plates, 
shown in the figure as thin gray rectangles. When a 
voltage is applied to these plates, a uniform electric 
field is created with a magnitude equal to the voltage 
divided by the separation of the plates and a direction 
perpendicular to the surface of the plates. As with the 
polarization of the laser beam, the direction of the 
electric field relative to the crystal axis of the lithium 
niobate determines the value of the electro-optic 
coefficient. Therefore, the lithium niobate sample 
is rotated approximately 45 degrees to align to the 
direction of the electric field, as shown in figure 2(a). 
After reflecting off the lithium niobate, the light is 
directed to a balanced detector where the optical sig-
nal is converted to an electrical signal, which is then 
viewed on an oscilloscope or RF spectrum analyzer. 
The balanced detector contains two photodiodes that 
are connected in series, and the output is the center 
tap between the two. In this way, the currents from 

the two photodiodes subtract, thereby canceling the 
common mode noise between the two optical signals. 
For this reason, the other output port of the beam 
splitter is directed to one photodiode of the balanced 
detector, and the light reflected from the lithium 
niobate is directed to the other photodiode, thereby 
significantly reducing the intensity noise from the 
laser. As will be discussed in the next paragraph, laser 
intensity noise is a main limiting factor in the sensi-
tivity of this sensor, so reducing it as much as possi-
ble is important to improve the performance.

The electric field sensitivity of this sensor is deter-
mined by the electro-optic coefficient of the lithium 
niobate and the noise of the laser. The electro-optic 
coefficient is 30 picometers per volt (pm/V) which, 
for a field of 50 V/m, changes the effective length of 
the interferometer by 8.8 x 10-12 m. This difference 
in effective length changes the intensity of the light 
output from the interferometer by 0.01%. Using 
the balanced detection setup described in the pre-
vious paragraph, the measured root mean square 
(RMS) laser noise is 0.0067%. Therefore, the signal 
is greater than the noise, and an electric field with 
amplitude of 50 V/m is measurable using this sensor; 
the output as recorded by an oscilloscope is shown 
in figure 3 along with the 1 MHz signal used to create 
the electric field. Using the measured RMS laser 
noise, the bandwidth-normalized, minimum detect-
able electric field is calculated in order to compare 
the performance of this sensor to other electric field 



 The Next Wave | Vol. 24 No. 1 | 2023 | 45

sensors. This minimum detectable electric field is 
defined as the field required to produce a signal that 
is equivalent to the noise or a signal-to-noise ratio of 
one. With this definition, the equation to calculate the 
sensitivity is

where σnoise is the RMS noise voltage, λ is the laser 
wavelength, n is the index of refraction, n33 is the 
electro-optic coefficient, L is the thickness of the lith-
ium niobate, and B is the effective noise bandwidth. 
The values of all the parameters in this equation are 
shown in table 1 and give a sensitivity of 22 millivolts 
(mV)/m/Hz1/2. Other lithium niobate electric field 
sensors have shown sensitivities of 0.13 V/m/Hz1/2 
[14] 4.5 V/m/Hz1/2 [15] and 0.35 V/m/Hz1/2 [16].

FIGURE 3. In the output signal from the electric field sensor for 
a 50 V/m electric field at 1 MHz, the blue trace shows the output 
of the balanced detector captured by an oscilloscope with no 
averaging, and the red trace is the electric field signal scaled to 
match the sensor output.

TABLE 1. Parameters and their values used to calculate the 
sensitivity of the electric field sensor

Parameter Value

Wavelength (λ) 532 nm

Electro-optic coefficient (n33) 30 pm/V

Index of refraction (n) 2.2

Length (L) 1 mm

Effective noise bandwidth (B) 2.5 MHz

Piezo-optomechanical nanobeams
One possible method for further increasing sensi-
tivity of these sensors is to measure the interaction 
between the optical resonance and a mechanical 
resonance, also known as a cavity optomechanical 
system. Such systems have been shown to have high 
sensitivity to displacement; for example, reference 
[17] demonstrates a silicon device with displace-
ment sensitivity of approximately 0.5 femtometers 

(fm)/Hz1/2. In order to couple cavity optomechanical 
systems to RF signals of interest, we are fabricating 
them in a piezoelectric material, which deforms in re-
sponse to an electric field, thus changing the effective 
optical resonator length.

The device, shown in figure 4, consists of two 
nanoscale beams with a narrow slot between them 
[18]. The top “optical” beam is 42 μm x 745 nm and 
is a one-dimensional photonic crystal, which has a 
pattern of elliptical holes designed to confine light in 
this slot, thereby forming the optical resonance. The 
bottom “mechanical” beam is 41 μm x 1.1 μm and has 
a pattern of rectangular holes confining a mechani-
cal “breathing” mode at 2.2 GHz that modulates the 
width of the narrow slot, thus modulating the optical 
resonator’s effective length. The breathing mode is 
not the only mechanical resonance supported by the 
mechanical beam; figure 5(a) shows several mechani-
cal modes that affect the slot width and thus could be 
detected optically. 

We also simulated the transduction of an ambient 
RF field into the motion of an aluminum nitride (AlN) 
beam. For simplicity, we simulated a simple, unpat-
terned beam, but the results should be qualitatively 
similar for our mechanical nanobeam [figure 5(b)]. 
These simulations show that an oscillating electric 
field can excite the fundamental beam mode, and 
the amplitude of motion is highest for an electric 
field in the Z direction (into the page). The absolute 
displacement will depend on the properties of the 
deposited material.

To fabricate our AlN double nanobeams, we first 
used plasma-enhanced chemical vapor deposition to 
deposit a silicon dioxide (SiO2) hard mask onto the 
AlN, which was sputter-deposited onto thermally 
grown SiO2. Then, we defined the pattern via electron 
beam lithography. After etching the pattern into the 
SiO2 hard mask with reactive ion etching (RIE), we 
etched the AlN with inductively-coupled plasma RIE. 
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FIGURE 4. (a) This finite element method (FEM) simulation shows the fundamental optical mode at a wavelength of 1,556 nm. (b) This 
FEM simulation shows the mechanical breathing mode at 2.2 GHz. The magnitude of the displacement is exaggerated for clarity.

FIGURE 5. (a) These finite element method (FEM) simulations show a selection of resonances supported by the mechanical beam. (b) 
These FEM simulations show a simple aluminum nitride (AlN) beam (10 μm x 150 nm x 400 nm) response to a 30 V/m electric field 
oscillating at 16 MHz in the x, y, and z directions. We assume an isotropic loss factor of 3.2 x 10-4.

Finally, we released the beams from the substrate 
by dissolving the underlying SiO2 with hydrofluoric 
acid. An SEM image of a fabricated device is shown in 
figure 6(a).

To optically characterize our devices, we used a fi-
ber taper waveguide (FTW; minimum diameter of ap-
proximately 1 μm), which allows evanescent coupling 
of light into and out of the device [figure 6(b)]. We 
measured several optical resonances at wavelengths 
from 1,555 nm to 1,599 nm, and they showed intrin-
sic optical quality factors up to about 45,000 [figure 
6(c)]. Using the characterization setup in figure 7(a), 
we detected mechanical resonances with frequencies 
ranging from about 10 MHz to 3.6 GHz. Some exam-
ples of detected mechanical resonances are shown in 
figure 7(b) and 7(c). Discrepancies in frequency be-
tween measured and simulated resonances are likely 
due to discrepancies between the simulated and 

deposited AlN material properties as well as dimen-
sional differences from fabrication variations. 

We then brought an RF probe into close proximity 
with the double nanobeam device while coupling to 
it optically with a FTW [see figure 8(a)]. The probe 
consisted of two electrodes separated by 180 μm, 
and we centered our device lengthwise between 
the electrodes, but offset by about 100 μm, with the 
probe hovering around 0.5 mm above the surface 
of the chip. While measuring the optomechanical 
response around various known mechanical modes, 
we applied a 0 decibels-per-milliwatt (dBm) RF 
signal to the RF probe. In addition to the mechanical 
mode, we were able to see spikes in the spectrum at 
the frequency of the applied signal [see figure 8(b) 
and 8(c)]. This shows that ambient electric fields can 
be transduced into mechanical modes of our device, 
which can then be read out optically. Further work is 



 The Next Wave | Vol. 24 No. 1 | 2023 | 47

FIGURE 6. (a) This SEM image shows a fabricated AlN double nanobeam. (b) This optical microscope image shows a fiber taper wave-
guide (FTW) coupling to the device. (c) In this example spectrum of an optical mode, the data is in gray, Lorentzian fit is in red. Intrinsic 
optical Q = 42,000 ± 500.

FIGURE 7. (a) Using this characterization setup, we detected (b) a mechanical resonance 
at 10 MHz (normalized to off-resonance background) and (c) a mode at around 1.6 GHz, 
normalized to off-resonance background. (PC=polarization controller, DUT=device under 
test, FTW=fiber taper waveguide.)

required to quantify the polariza-
tion dependence and sensitivity of 
these devices.

FIGURE 8. (a) In this characterization setup with RF probe hovering over chip, the colored outlines highlight the FTW and the chip con-
taining the device under test (DUT). (b) We detected the spectrum around 10 MHz for different frequency RF excitations, normalized 
to linear background, and (c) around 1.6 GHz for different frequency excitations. Spectrum is normalized by off-resonance background 
and slightly offset for best overlay of all spectra. Each colored line corresponds to a different measurement, and the spikes associated 
with the RF excitations are highlighted with markers.

Conclusion
In this work, we demonstrated 
the transduction of ambient RF 
signals onto optical signals using 
two different methods. With bulk 
lithium niobate, we showed the 
interferometric detection of a 1 
MHz signal via the Pockels effect in 
the material. We also fabricated a 
nanoscale cavity optomechanical 
crystal in the piezoelectric mate-
rial AlN, which we used to detect 
RF signals at 10 MHz and 1.6 GHz, 
imprinted on the optical signal at 
1,550 nm.
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These types of materials and devices could be 
used to aid in the detection of faults in IC chips, but 
the general concept of RF-to-optical transduction 
via nonlinear material properties can be expanded 
to a wider range of applications, including micro-
wave-to-optical converters for superconducting 
computing signal egress and acoustically coupled 
optical qubits. 
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In this article, we propose a novel frequency multiplexing approach to digital beamforming 
using an identical frequency downconverter (DC) for each array antenna element and a com-
mercial-off-the-shelf single-channel digital receiver. We compare this technique to coher-

ent multi-channel/multi-receiver-based architectures to establish the benefits of the multi-
plexing approach. We build and test an S-band prototype system to prove that the frequency 
multiplexing concept is viable. Development of this prototype system in a one-year time frame 
(during the COVID lockdown) required trade-offs in the design and testing, including minimal 
intermediate filtering, selection of more conservative and higher-power radio frequency (RF) 
parts, testing with narrow-band unmodulated signals, and processing of the recorded multi-
plexed signals in non-real time via MATLAB. The successful demonstration of this technology 
calls for a spiral development effort addressing the trade-offs to realize a real-time operation-
al system. The potential is a receiver system that operates with the properties of a convention-
al phased array system, that is, high-antenna gain/directivity and co-channel interferer sup-
pression, yet one that offers these benefits simultaneously across the entire field of view of the 
array. This enables detection of weak and short duration signals from any direction. While this 
new architecture may require a narrower frequency band if the sampling rate is limited, it can 
convert nearly instantaneously into a conventional phased array system for collection of wid-
er-band signals from a given direction. 

Motivation: Benefits and limitations of 
phased array antennas
A single antenna has a fixed gain pattern with respect 
to the azimuthal (Az, θ) and elevation (El, φ) angles, 
typically where the maximum gain, the main lobe, de-
fines the broadside direction (θ, φ=0). The main lobe 
must be physically oriented toward the signal source 
to maximize the detection of a signal. This limitation 
can be mitigated by using a phased array antenna, 
composed of N identical antenna elements spaced at 
a fixed interval, as illustrated in figure 1. The phase 
of each signal received by the antenna elements are 
adjusted to coherently add the gain patterns of each 
element in the array and steer the resultant narrow-
er and enhanced gain pattern toward the intended 
signal of interest (SOI) [1]. If the direction of the SOI 
is not known, the main lobe may be scanned across 
θ and/or φ (both for a two-dimensional array) to 
search for the signal. In addition, if two transmitters 
are broadcasting at the same frequency, then steering 
the main lobe towards one transmitter will result in 
a low gain in the direction of the other transmitter, 
thereby reducing co-channel interference that might 
result in communications errors. Hence, once a set 
of phases are chosen to orient the array’s gain in one 

direction, if a SOI arrives from another direction, it 
will not be detected.

Smart antennas
The limitations of the conventional phased array sys-
tem can be overcome through high-end digital signal 
processing (DSP). The signal from each antenna is 
fed into its own receiver whose output is digitized 
by an analog-to-digital converter (ADC). Each receiv-
er and ADC together are operated under computer 
control and constitute a software-defined receiver/
radio (SDR). If the receivers share a common refer-
ence signal, their output digital streams are coherent 
in phase and the system is referred to as a coherent 
multi-channel receiver (CMCR). These N data streams 
may be recorded and post-processed to implement 
digital phase delays to scan the high-gain composite 
array lobe across Az/El and to null out interferers. A 
system implementing a field-programmable gate ar-
ray (FPGA) or another DSP architecture may be able 
to combine these N digital streams in real time and 
alter their amplitudes as well as the phase, a process 
referred to as digital beamforming. These systems are 
generally referred to as smart antennas or adaptive 
arrays [1]. They allow forming multiple beams to 
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FIGURE 1. This conventional phased array antenna concept illustrates identical antenna elements spaced at a fixed interval.

simultaneously receive multiple transmitters on the 
same channel. The real-time algorithms they imple-
ment are commonly used in tracking mobile user 
equipment in a fading multipath environment and, in 
this implementation, are referred to as multiple input 
multiple output (MIMO) systems—an active area 
of research [2]. 

The frequency multiplexed phased array 
(FMPA) concept
Here we present a similar but novel architecture, 
the frequency multiplexed phased array (FMPA), as 
illustrated in figure 2. A signal of known bandwidth 
(BW) from each antenna element is converted to 
an intermediate frequency (IF) using an RF mixer. 
The mixer is a nonlinear element, common to most 
receivers, that combines the RF input signal with a 
user-supplied local oscillator (LO) tone (sine wave) to 
translate the signal to an IF, ƒIF = ƒRF ± ƒLO, where in fig-
ure 2, we select the downconverted signal ƒIF = ƒRF − ƒLO 
by filtering out the upconverted signal ƒIF = ƒRF + ƒLO 
after the mixer. However, the signals from each of the 
N antenna elements in the array are downconverted 
to different, non-overlapping and adjacent, evenly 
spaced IF bands, or a comb of IFs, by appropriately 
choosing a comb of N LO frequencies, each separated 

by BW. These N LOs are coherent with each other 
because they are generated by a master LO, such as 
a shared 10 megahertz (MHz) reference signal, and 
each LO may add its own phase shift, ∅n, to correct for 
variations in the phase through each DC. Finally, the N 
downconverted signals are aggregated onto a single 
cable using an RF combiner. Thus, the composite 
signal now has a bandwidth of N × BW. A single-chan-
nel SDR receives and digitizes this signal and streams 
both in-phase (I) and quadrature (Q) components to 
a computer for further digital processing or storage.

A follow-on DSP chain de-multiplexes the com-
posite IQ waveform into the original N channels that 
originated from the antenna elements, and then 
applies appropriate phase shifts to steer the antenna 
gain pattern towards a target signal captured in the 
recording. Thus, as with the CMCR, we are beamform-
ing on the recorded digital signal so we can look for a 
signal in any direction within the limits of the anten-
na array’s field of view during the collection. Both the 
CMCR and the FMPA provide continuous high-gain 
surveillance over a large solid angle. In addition, with 
beamforming we suppress a second signal coming 
from another direction to prevent interference and 
can then adjust the digital beamforming again to 
detect and process that second signal while null-
ing the first. An advanced radar system employed a 
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FIGURE 2. This novel frequency multiplexed phased array (FMPA) concept also overcomes the limitations of the conventional phased 
array system.

frequency multiplexing technique several decades 
ago [3]. However, that implementation continuously 
swept the main lobe across 180 degrees and carefully 
timed the sampling of the combined output to select 
only one beam direction. That analog approach leads 
to issues if the sweep rate is insufficient to adequate-
ly sample a modulated signal. Our DSP-based FMPA 
concept does not sweep the beam and hence is not 
hampered by these analog-processing issues.

Compared to a standard receiver capturing a signal 
of BW, the output of the FMPA is N × BW, and so ac-
cording to the Nyquist criteria [3], to faithfully record 
the signal, a sampling rate of 2 × N × BW is required 
compared with 2 × BW. Thus, the FMPA (and CMCR) 
records N times more data than a conventional 
single-channel digital receiver. If the BW of the signal 
and the higher data recording rate for that BW is not 
feasible due to a limited ADC sampling rate, an alter-
nate concept for the FMPA involves using the FMPA 

as a survey tool where it receives a narrower band at 
the center of the wideband signal. With near re-
al-time processing of the lower rate signal, the FMPA 
system will be able to determine the direction of the 
target SOI. The FMPA can then collapse the frequency 
comb to a single frequency and simply control the 
phase, ∅n, of each element to steer the beam towards 
the SOI direction, allowing collection of a wider band. 
Thus, the FMPA system can be converted to a conven-
tional phased array system to collect the higher BW 
signal. The concept of switching the FMPA system 
from a narrow-band surveillance mode to a wide-
band signal collection system is a unique capability of 
the FMPA system.

Other potential benefits of the FMPA over the 
CMCR is that the later requires N full receivers in-
cluding N ADCs and must deal with the complexity 
of merging the N data streams. The FMPA has only 
one receiver, one ADC, and one data stream. Given 
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some number of array elements/channels, we expect 
this will result in a size, weight, and power (SWaP) 
reduction and cost savings for the FMPA over the 
CMCR. In addition, the FMPA DCs can be placed closer 
to the antenna elements and the multiplexed signal 
will be combined onto a single cable for conveyance 
to the single SDR, so the phase relationship for each 
channel is set near the antenna. In the CMCR, there 
will be separate (and potentially long) cable runs 
for each antenna element. The variations in length 
or temperature of each of these cables may make it 
more difficult to maintain coherency of the individual 
channels. However, while an N-array CMCR produc-
es as much data as an N-array FMPA, an advantage 
of the CMCR is that the required sampling rate for 
the ADC on any of the individual SDRs in the CMCR 
is the same as a single channel SDR, 2 × BW of the 
signal; whereas, the FMPA requires a sampling rate 
of 2 × N × BW, N times higher than the CMCR. This 
may limit the FMPA architecture to applications with 
narrower band signals.

FMPA proof-of-concept development effort
A proof-of-concept (POC) FMPA-based receiver can 
help validate the FMPA architecture, and so the fol-
lowing sections describe our development and testing 
of an S-band [2-4 gigahertz (GHz)] FMPA prototype 
system. S-band not only offers many user applications 
[e.g., Wi-Fi; industrial, scientific, and medical (ISM) 
band communications; satellite communication; 
radar], it also yields conveniently sized antennas for 
development and testing. It is important to note that 
in any receiver, sampling rates exceeding the Nyquist 
rates cited above are required to address non-ideal 
band pass filters with gradual roll-offs. In our case, 
a slower filter roll-off can also necessitate larger 
comb spacing and an increased sampling rate. In fact, 
the requirement for N-distinct narrowband-pass IF 
output filters in figure 2 required trade-offs in the 
development and test signals as discussed below. 

To develop the FMPA prototype to capture and 
process signals within a 100 MHz band centered at ƒc 
in S-band, we did the following: 

1. Developed an antenna element and antenna 
array centered at ƒc, with BW of 100 MHz. The 
primary array will be a 1 x 16 linear array, 
giving an array gain of 12 decibels (dB, i.e., 16 
times that over one element).

2. Developed programmable RF hardware, a DC, 
to downconvert from S-band (ƒc) to 500 MHz. 

3. Developed firmware and a communica-
tions architecture to set the parameters 
of the individual DCs and control overall 
FMPA operation. 

4. Integrated the 16-element antenna array, 
the 16 DCs, firmware, with power and com-
munications distribution into the FMPA 
system and provided control via a (laptop) 
PC, including lab testing to verify operations 
and performance.

5. Integrated an SDR system for recording the 
composite signal.

6. Processed the recorded composite FMPA sig-
nal, by de-multiplexing the composite signal 
into the original signals received at each an-
tenna element and then applied digital phase 
shifts to implement beam steering. As this is a 
prototype effort, processing of data was per-
formed in non-real time using MATLAB code.

7. Performed static ground testing to validate 
that the FMPA exhibits the basic properties of 
a phased array antenna, that is, antenna direc-
tivity and nulling of interferers.

Antenna element and array development
The objective of the antenna array development was 
fabrication of antenna elements and the overall array 
with the center frequency of ƒc in S-Band, each with a 
bandwidth of 100 MHz, and sensitive to both hori-
zontal and vertical polarizations. We chose a printed 
circuit board (PCB)-based patch antenna to achieve a 
secondary objective of low size and weight. Because 
basic microstrip patch antennas tend to be narrow-
band, we used a stacked-patch geometry design to 
increase bandwidth, whereby a single patch (near the 
ground plane) is reactively excited with a slot/aper-
ture, and subsequently resonates a secondary patch 
that is more distant from the ground plane. Based on 
the size and coupling between the patches, as well 
as the thickness of the substrate between them, the 
bandwidth can be increased to cover the desired 
frequency range [5, 6]. We designed a feed that would 
create circular polarization to be responsive to both 
horizontal and vertical polarization.

The basic design includes two PCB layers to form 
the upper and the bottom patch elements, separated 
by a dielectric foam spacer layer (FR-3700), with a 
cross section, as shown in figure 3(a). The antenna 
elements are fabricated in a 1 x 4 array, with an x-ray 
view is shown in figure 3(b). Layers 1 and 2 (L1 and 
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L2) each host patches with slightly different sizes. 
The routing/feed layer, L4, hosts microstrip transmis-
sion lines, a SubMiniature version A (SMA) connector 
that injects the RF signal, and a quadrature hybrid 
coupler that produces a 90 degree phase shift to 
induce circular polarization [figure 3(c, d)]. Incisions 
(rectangular apertures) are made in the L3 ground 
layer, where the signal is reactively coupled from 
the feed layer to the patches, one for horizontal and 
one for vertical polarization. CST studio, a full wave 
electromagnetic solver, was used to adjust the size of 
the patches, apertures, and foam thickness to achieve 
the proper antenna center frequency and bandwidth. 
Fabrication of the 1 x 4 antenna array elements is 
summarized in figure 3(a–e), which were then com-
bined into a 1 x 16 array [figure 3(f)].

FIGURE 3. This diagram of our antenna array development shows (a) two PCBs combined with a foam spacer layer to provide the basic 
structure for the S-band patch. Also shown are (b) an x-ray view of four patches and feed structure, (c) a 1 x 4 building block array 
before gluing, (d) a hybrid coupler and feed, (e) an assembled 1 x 4 array, and (f) a 1 x 16 array. 

We tested the 1 x 16 array from figure 3 to char-
acterize its performance in an anechoic chamber. 
Each antenna element can influence its neighbors, 
and in particular, the elements near the edge of the 
array may exhibit anomalies as they are missing 

neighboring antennas. Hence, we tested each antenna 
element separately while 50 ohm (Ω) terminators 
were connected to all the other antenna feeds. The 
array was rotated in the azimuth, from 0–180 de-
grees by roughly 5 degrees, and then the frequency 
is scanned from ƒc – 100 MHz to ƒc + 100 MHz.  Each 
array element exhibited a gain of roughly 4–5 deci-
bels relative to an isotropic emitter (dBi) at broad-
side, which also varied by 2–5 dBi over the 100 MHz 
frequency span.  These results agree well with the 
CST simulations.  The 3 dB beam width of a single 
element was found to be approximately 126 degrees, 
and the 16-element array factor gives a 10 dB beam 
width of approximately 11 degrees.

RF electronic development, 
downconverter design, and integration
The RF electronics for the FMPA consists of a set of 
N=16 frequency DCs that each receive a signal cen-
tered at ƒRF, such that ƒc −50 MHz < ƒRF < ƒc + 50 MHz, 
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and each downconverts its signal to one of the comb 
frequencies centered at IF = 500 MHz, as shown in 
figure 2. We chose this center IF because we have 
found many SDRs, including those using the popu-
lar Analog Devices family of RF integrated circuits 
(e.g., Analog Devices AD9361) perform well at this 
frequency. Since N is even for our prototype, these 
downconverted bands should be centered at ƒnIF = (n-
(N+1)/2) ∆IF + IF, where, n = 1…N. In the testing de-
scribed below, we chose ∆IF = 1 MHz, and so our 16 
comb center frequencies are at 492.5, 493.5,…499.5, 
500.5,…507.5 MHz. 

The overall block diagram for the DC is shown in 
figure 4. In summary, the RF signal from the patch 
antenna is passed through a surface acoustic wave 
(SAW) roofing filter centered at ƒc with a bandwidth 
of 100 MHz to remove any out-of-band signals. This 
is followed by a low-noise amplifier (LNA, Qorvo 
TQL9093) that was chosen for its low noise figure, 
robustness, and high third order intercept (IP3), 
ensuring linearity over a large range of signal lev-
els. The superb performance of this LNA, which is 
used four times in this circuit, comes at the cost of a 
higher required power, but we wanted to use conser-
vative parts to prove the FMPA concept. The signal 
is filtered again to remove any spurious frequency 

products and amplified. As the LNA has a fixed gain of 
20 dB, it is combined with a programmable Peregrine 
(digitally adjusted) attenuator to adjust the final 
output so that all DCs provide the same signal level. 
The two other variable attenuators (combined with 
same LNA) in the circuit are manually adjusted with a 
set screw. After the signal has been boosted by 40 dB, 
its phase can be phase shifted in roughly 5.6 degree 
steps via the digitally programmable MACOM phase 
shifter. The amplified and shifted signal is now fed 
into the RF port of the mixer where it is combined 
with the LO tone from the phase-locked loop (PLL), to 
produce the downconverted IF signal ƒIF = ƒRF ± ƒLO. The 
mixer also produces a higher upconverted frequency 
which is removed with the image reject filter before 
final amplification and output to a 16-way combiner 
and then to the SDR for recording. 

FIGURE 4. This schematic for our DC board shows filtering and amplification of the signal from a single antenna, mixing of that signal 
with the LO signal from the PLL to produce the downconverted signal, and finally output amplification and filtering. Communications 
and control are provided by a microcontroller. 

The LO frequency for the mixer is provided by 
the Analog Devices ADF4351 (35 MHz–4,400 MHz) 
PLL. This device is configured using six 32-bit reg-
isters that contain 38 digital fields. Data for the PLL, 
as well as one byte each for the digitally adjustable 
attenuator and phase shifter are sent over the serial 
peripheral interface (SPI) bus from a microcontroller 
on each DC. The PLL fields allow us to set both the 
frequency and the phase of the output signal relative 
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to the phase of the incoming shared reference signal. 
The PLL provides finer control of phase, at a highest 
resolution of 0.1 degrees to complement the MACOM 
phase shifter. A major source of concern in the RF 
design is the introduction of stray signals from other 
DC boards coupling onto the 10 MHz reference signal 
line, which is shared among all DC boards. Since the 
PLL feedback loops have approximately 80 dB of gain, 
any stray signals can cause a proliferation of spurious 
output PLL signals. Hence, the seventh order ellipti-
cal low-pass filter cutting off at 100 MHz is a critical 
component of this design. 

Trade-offs
The output filters on each downconverted chan-

nel in the comb should be centered at the different 
frequencies of the IF comb, per figure 2. For example, 
if the bandwidth of the SOI and the ∆IF is 1 MHz, and 
the IF output of first DC is at 492.5 MHz, then there 
should be a band-pass filter from 492–493 MHz, 
493–494 MHz for the second DC…, and 507–508 MHz 
for the 16th DC. If there is no noise or other signals 
outside of the downconverted signal’s BW, then the 
signals in adjacent channels do not overlap. However, 
if there is significant noise in the channel or if the ac-
tual BW of the SOI exceeds the IF spacing in the comb, 
then adjacent channels in the comb will overlap and 
degrade the signal-to-noise ratio (SNR) of the mul-
tiplexed signal. We could develop 16 distinct 1 MHz 
band-pass filters, centered at each IF in the comb, us-
ing custom SAW filters, but that would require a long 
lead time and great expense. It would also complicate 
assembly of the final system with different non-inter-
changeable DCs, and each DC would have a fixed ∆IF 
and a fixed IF. An alternative solution for a follow-on 
development is to add another fixed IF stage in each 
DC where the signal is first passed through a user-se-
lectable narrowband-pass filter in a bank of filters, 
with the output mixed again to the target comb 
frequency. We opted for the same output band-pass 
filter of approximately 100 MHz bandwidth on each 
DC for this POC system and decided that, during test-
ing, we would limit the total BW of the signal to the 
IF spacing and assess the effect of channel noise on 
performance of the POC system. 

Communications and control firmware
All 16 DCs must be set in a consistent manner to 
generate the comb of LOs supplied to the mixers 

that, in turn, generate the required IF frequencies. 
As illustrated in figure 4, this is accomplished via 
a two-tiered communications architecture with a 
BeagleBone Black (BBB) single board computer send-
ing commands over a shared SPI bus as the master 
to 16 microcontrollers, one on each DC, which then 
uses a second local SPI channel to configure the three 
programmable RF components on each DC (the PLL, 
a variable attenuator, and a phase shifter). A Python 
program on the BBB maintains consistent data for the 
state of each element/DC in the array, acting as the 
antenna array controller (AAC). That data includes 
the overall tuned frequency, ƒRF, the target center IF, 
and the ∆IF spacing of the comb frequencies, and 
from these, it calculates the registers for the three lo-
cal RF components. A Silicon Labs EFM32 microcon-
troller on each DC acts as the antenna element (AE) 
controller. The BBB sends the proper register data for 
each EFM32 microcontroller which stores that data 
in memory. When the BBB has updated all EFM32s/
DCs, it issues a command that directs all EFM32s to 
simultaneously update their local RF components. 

The BBB provides an Ethernet interface, so a user 
may log onto the BBB from a local or networked PC 
to run the Python program. Alternatively, we config-
ure the BBB to start the Python controller program 
on boot up and listen on the Ethernet for simple text 
commands that it translates into the Python functions 
to configure the FMPA system. 

Laboratory demonstration of the 
FMPA system
The functionality and performance of the FMPA was 
verified in the lab using a signal-generated sine wave 
with a frequency of ƒc at a power of -50 decibels rel-
ative to a milliwatt (dBm) fed into a 16-way splitter/
combiner that splits the signal into 16 copies, and 
each is supplied to the input of one of the FMPA DCs. 
A function of the Python AAC class configures the 
FMPA to downconvert the input RF to an IF centered 
at 500 MHz.  Another AAC function then sets the 
∆IF to 1 MHz, which configures the specific LOs for 
each DC to generate the comb of frequencies around 
the center IF [see figure 5(a)]. Computer control is 
demonstrated by resetting the ∆IF to 500 kHz, as 
shown in figure 5(b). 

A key capability of each DC is control of the phase 
shift of the signal as it propagates through the DC, 
which offers the ability to calibrate the system. 
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FIGURE 5. The functionality and performance of the FMPA was verified in the lab. The frequency spectrum shows successful frequen-
cy comb generation and control.

Adjusting the phase shift can also be used to operate 
the FMPA system as a conventional phased array as 
described above if the comb ∆IF is set to 0. We can 
use the PLL’s ability to control phase to correct for 
the phase shift as demonstrated in the sequence of 
commands in figure 6, which shows sine waves from 
three DC outputs on a digital oscilloscope. Since ∆IF 
is set to 0 Hz, all three downconverted signals are 
at the same frequency, but due to differences in the 
circuits, splitters, and cables, etc., they are out of 
phase. The figure shows the results of Python com-
mands executed to advance the phase of AE 2 by 330 
degrees and AE 3 by 30 degrees, so that they may be 
brought into phase alignment with the signal from 
AE 1. This phase alignment is stable over time—even 
after shutdown and reloading these settings the next 
day—demonstrating the coherency of the system. 

SDR collection system
The 16-channel frequency-multiplexed and combined 
analog output of the RF Electronics feeds an Ettus 
E-310 SDR. This SDR executes an embedded Linux 
operating system on an application processor and 
operates with an FPGA to collect RF samples and save 
them locally on the microSD card. We developed a 
MATLAB graphical user interface (GUI) to interface 

with the RF Electronics controller and the Ettus SDR. 
Data is captured in one second blocks at a sampling 
rate of 20 mega samples per second on the SDR and 
then automatically extracted and saved in an RF 
Recordings folder on a laptop. The GUI displays a 
frequency domain power spectrum plot as well as 
a time-domain RF amplitude plot to verify that the 
expected target signals are on air, and for awareness 
of any potential interference signals.

FMPA processing
The MATLAB FMPA algorithms that process the 
recorded samples are illustrated in figure 7. The 
first step is to extract the original AE signals from 
the multiplexed signal by multiplying the composite 
waveform by the complex conjugate of the baseband 
comb frequency resulting from the SDR tuning and 
digitizing, [e.g., ƒBBk=(k-(N+1)/2)∆IF], for even N and 
k=1,…, N. The signal from that channel is now es-
sentially shifted to 0–BW in frequency at baseband, 
and signal components from adjacent channels are 
removed with a low-pass digital filter. As each data 
stream is now limited to a bandwidth of BW, they 
should be decimated by a factor of N to reduce the 
amount of data processed when beamforming. We 
now have a set of N distinct complex waveforms 
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FIGURE 6. The plot on the left shows three DCs converting an input S-band sine wave to an output sine wave at 500 MHz, but with 
phase differences due to physical anomalies of each board. In the right plot, commands are sent to advance the phase of DC 2 and 3 
respectively to bring the output of all three AEs/DCs into phase alignment. 

corresponding to signals received at the individual 
AEs. In order to beamform these signals and look 
in a specific angular direction θ with respect to the 
broadside of the antenna array, we multiply each by 
a complex phase coefficient. The array of coefficients 
is determined by the calculated phase shift, ϕ=2π/λ s 
sin θ, where s is the spacing of the antenna array ele-
ments, λ is the wavelength of the carrier (i.e., λ=c/ƒ), 
and c is the speed of light. Thus, the individual phase 
coefficients are ejkϕ, where k=0,…, N-1, corresponds 
to the individual channel and antenna element. 
However, we must compensate for the individual 
phase shifts through each DC, (ϕCk), as shown in fig-
ure 7. If those phase corrections are not programmed 
into each DC, then they must be accounted for in 
the processing. Finally, the individual channels are 
added together to form the total beamformed signal 
at a given azimuthal direction (θ). The FMPA is now 
pointing its high-gain lobe at the target azimuth angle 
while providing rejection from interference signals 
and targets at other azimuthal angles.

FMPA static outdoor range test
The FMPA POC system with its 1 x 16 linear array 
was tested at a local outdoor RF test range. The comb 
spacing was set to ∆IF of 1 MHz, as shown in figure 
5. Two signal generators, TX1 and TX2, with Vivaldi 
horn antennas, were employed as target transmitters, 
broadcasting a continuous wave (CW) tone at ƒc+50 
kHz for TX1 and ƒc for TX2. The different frequencies 

of TX1 and TX2 enabled convenient spectral separa-
tion of the two targets for comparison of beamform-
ing rejection. Placement for the FMPA, TX1 and TX2, 
are shown in figure 8 and in the accompanying table. 
Each transmitter was also moved to an alternate 
position during the testing (TX1-Alt, TX2-Alt). Phase 
and amplitude calibration of the individual antenna 
channels was performed using the known frequency 
and position of one of the transmitters to determine 
ϕCk in figure 7.  Amplitude correction (not represent-
ed in figure 7) was necessary because the main lobes 
of TX1 and TX2 were not pointed accurately at the 
FMPA system and were directed above the FMPA to 
reduce multipath reflections. 

The objective of this test and POC demonstration 
was to verify that the FMPA system can steer its an-
tenna lobe towards the desired target while rejecting 
energy from the other target. This was achieved by 
numerically forming a beam and steering it in 128 
steps from –π/2 to + π/2 azimuth angle while re-
cording the total power received in the beam at each 
step. The resulting swept beam power profile versus 
azimuth is then compared to the theoretical power 
profile from the known position of the emitters. The 
results before (ϕCk =0, k=1 to N) and after calibration 
(ϕCk <>0) are shown in figure 9. The blue trace rep-
resents the actual beamformed result, while the gray 
trace represents the predicted response based upon 
the known location of the targets. When the phase 
and amplitude calibrations are applied, we have 
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FIGURE 7. This diagram illustrated the FMPA signal processing on the digitized multiplexed signal from the SDR in order to steer it to 
receive a signal arriving from an angle θ. 

very close agreement between the theoretical and 
measured profiles [figure 9(b)]. Our testing results 
showed good agreement between the theoretical and 
experimental results independent of whether we 
chose TX1 or TX2 as the calibration source. 

Since the frequency of the TX1 tone was 50 kHz 
higher than TX2, but still well within the 1 MHz signal 
bandwidth of the FMPA comb spacing, it was possible 
to compare the individual signal strengths of the two 
targets as received after beamforming on TX1 and 
after beamforming on TX2. This comparison is an 
effective means for determining the rejection of the 
off-beam target. The antenna responses predicted by 
theory for beams looking at TX1 and TX2 are shown 
in figure 10.

When the beam is pointed at TX1, the measured 
rejection of a signal emanating from TX2 is approxi-
mately 25.7 dB compared to the predicted rejection 
of 33 dB [figure 10(a)]. For the beam pointing at 
TX2, the rejection of a signal emanating from TX1 
is approximately 35.6 dB, compared with the pre-
dicted value of 32 dB [figure 10(b)]. These results 
demonstrate that the FMPA processing can reject 
co-channel interferers. 

We moved TX1 and TX2 to their alternate azi-
muthal locations on the range, (TX1, TX2-Alt) and 
(TX1-Alt, TX2-Alt), to provide greater confidence in 
the beamforming success above. The close agree-
ment between predicted and measure beamformed 
intensity across azimuth for these two additional 
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FIGURE 8. This photo and markup show the placement and configurations of the FMPA system and two target transmitters (TX1 and 
TX2) on test range. 

FIGURE 9. These plots show the experimental swept beam power profile (blue) and the theoretical profile (gray), (a) before calibra-
tion, and (b) after calibration.
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FIGURE 10. This measured data swept beam power profiles (top) along with corresponding spectral data (bottom) to demonstrates 
co-channel interferer suppression of (a) TX2 while beamforming on TX1, and (b) TX1 while beamforming on TX2. Bottom plots are 
spectra centered at fc.

FIGURE 11. This data shows experimental (blue) and theoretical (gray) swept beam power profiles after moving TX1 and/or TX2 to 
alternate locations on the test range, with specific configurations of (a) TX1, TX2-Alt, and TX1 (b) TX1-Alt, TX2-Alt.
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configurations, as shown in figure 11, demonstrates 
convincingly that the FMPA system is offering the 
capabilities of a conventional phased array through 
digital beamforming. 

Conclusions and next steps
This work developed a prototype and validated a 
design and processing implementation for FMPA 
systems. The FMPA approach offers the phased array 
benefits of a) gain pattern directivity, and b) co-chan-
nel interference reduction. In addition, c) we proved 
that through DSP on the recorded signal, we could 
steer the beam in any direction within the array’s 
field of view. Thus, an FMPA system would not miss 
a weak or short duration SOI from any direction. 
Finally, the FMPA offers potential benefits of reduced 
SWaP and lower processing overhead compared with 
CMCR systems. 

Follow-on development efforts should focus on 
three objectives: 

1. The system should implement a user-select-
able filter bank along with a two-level mixing 
scheme to prevent overlapping noise from 
adjacent combs reducing the overall SNR of 
the received signal. 

2. Reduce the system SWaP. This POC system 
used a conservative LNA that required a lot 
of power. A lower power alternative should 
be implemented, which would also reduce 
the heat generated and the requirement for 
cooling fans along with heavy and bulky 
heat sinks. 

3. The MATLAB algorithms should be converted 
to real-time digital DSP implementation using 
an FPGA. This would enable the FMPA system 
to convert from a narrowband multidirec-
tional system with a wide angular view to a 
wider-band conventional phased array system 
nearly instantaneously. 

References
[1] Balanis CA. “Chapter 6: Arrays” and “Chapter 16: 
Smart Antennas.” Antenna Theory, Analysis and Design, 
Third Ed. Hoboken (NJ): Wiley & Sons, Inc.; 2005. ISBN: 
0-471-66782-X.

[2] Malkowsky S, Vieira J, Liu L, Harris P, Nieman K, 
Kundargi N, Wong IC, Tufvesson F, Öwall V, Edfors 
O. “The world’s first real-time testbed for massive 
MIMO: Design, implementation, and validation.” 
IEEE Access. 2017;5:9073–9088 doi: 10.1109/
ACCESS.2017.2705561.

[3] Johnson MA. “Phased-array beam steer-
ing by multiplex sampling.” Proceedings of the 
IEEE. 1968;56(11):1801–1811. doi: 10.1109/
PROC.1968.6754.

[4] Proakis JG, Manolakis DG. Digital Signal Processing, 
Principles, Algorithms, And Applications, Fourth Ed. 
Upper Saddle River (NJ): Pearson Prentice Hall, 2007. 
ISBN: 0-13-187374-1.

[5] Targonski SD, Pozar DM. “Design of wideband cir-
cularly polarized aperture-coupled microstrip anten-
nas.” IEEE Transactions on Antennas and Propagation. 
1993;41(2):214–220. doi: 10.1109/8.214613.

[6] Gao S, Li LW, Leong MS, Yeo TS. “A broad-band 
dual-polarized microstrip patch antenna with aper-
ture coupling.” IEEE Transactions on Antennas and 
Propagation. 2003;51(4):898–900. doi: 10.1109/
TAP.2003.811080.



64

Article title goes here unless article begins on this page. If article begins on this page, override rules and text using Ctrl + Shift.

Additive Manufacturing of 
Electronic Circuits for Novel 
Applications D a n i e l  R .  H i n e s

The next generation of electronic circuits will most likely not be flat, rectangular printed 
circuit boards (PCBs) as we are familiar with inside many of our computers and elec-
tronic gadgets. Such a form factor may be acceptable for controlling big, boxy electron-

ics but not for sensors fitting within, say, a football players mouth guard or helmet, or on the 
skin of a premature infant in a neonatal unit. What if electronic sensors could be fabricated 
to be flexible, stretchable, or even built right into the gadget that they are designed to work 
with [1, 2]? For example, it takes a lot of time and effort to take an airplane out of service for 
a few days in order to inspect the air frame for wear-and-tear, material fatigue, microc-
racks, and other lifetime aging. What if strain sensors could be fabricated right into the air-
plane’s fuselage or wings and monitored in real-time over the life of the airplane? With such 
a data set, recording the history of a specific plane (or any mechanical system for that mat-
ter) could provide a very advanced understanding of the need for maintenance or for an as-
sessment of a safe, functional lifetime of the plane. Couple this with artificial intelligence (AI) 
and machine learning, and an industry could create a very powerful and much safer means 
of understanding the integrity and lifetime of many mechanical systems, not just airplanes.
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Additive manufacturing printing methods
So, how can the fabrication of such next-generation 
sensors and electronic circuits be achieved? Let’s 
consider the advancements that are being made in 
the area of additive manufacturing. We are all fa-
miliar with three-dimensional (3D) printers, where 
a filament passes through a heated nozzle and is 
printed layer-by-layer to fabricate some mechanical 
part of interest. Actually, such 3D printers come in 
many varieties which can typically print parts out of 
plastic and metal materials [3, 4, 5]. There is also a 
subcategory of 3D printers referred to as direct-write 
printers which encompass syringe, inkjet, and 
aerosol-jet (AJ) printing [6, 7]. An example of syringe 
printing could be the use of a piping bag for cake 
decorating, while an example of inkjet printing could 
be an inkjet printer used to print black and white 
or color copies of a paper document, and then an 
example of AJ printing could be a spray paint system 
or an artist’s airbrush used to paint car bodies. For 
additive manufacturing, utilizing such direct-write 
printing methods, the passive (only conveying color 
or optical contrast) inks in the examples above would 
be replaced with active materials such as metal 
nanoparticle inks for printing conducting features 
or polymer inks for printing dielectric/insulating 
features [8]. Equipped with such functional inks, a 
direct-write printer could be used to print alternating 
layers of patterned conducting features separated 
by printed dielectric layers to fabricate circuitization 
(i.e., wiring) layers onto a given surface that would 
function in a manner equivalent to the copper/flame 
retardant 4 (FR4) layers in a PCB. Furthermore, other 
functional inks having resistive, magnetic, ceramic, 
etc. properties could also be used in such direct-write 
printers to print sensor elements. 

While all three direct-write printing methods can 
and have been used to fabricate electronic compo-
nents [9, 10], there are application-specific advantag-
es to one method over another. For example, syringe 
printing typically requires the end of the printing tip 
to track the print surface within a distance equal to 
half the tip diameter. For fine feature printing, this 
could mean tracking a non-flat surface within 10–25 
micrometers (µm). This can be a daunting task for 
non-ideal, non-flat surfaces. Inkjet printers are typ-
ically equipped with an array of microprint nozzles 
configured in a straight line. This multinozzle print 
head typically needs to track the surface at a dis-
tance of 2 millimeters (mm) above the print surface. 

Therefore, printing onto non-flat surfaces can be 
problematic with such a print system. When dealing 
with non-flat, 3D surfaces, AJ printing can offer a spe-
cific advantage over these two other printing meth-
ods in that an AJ print nozzle is set to track 3–5 mm 
above the print surface and therefore is rather insen-
sitive to surface roughness and can be easily manip-
ulated to print onto a 3D surface. For these reasons, 
the main body of work related to the application of 
additive manufacturing methods to the fabrication of 
high-quality electronic circuits and sensors presented 
below will focus on AJ printing.

Aerosol-jet printing
Currently available AJ printing tools come in two 
types, one where the aerosol is created using ultra-
sonic energy and one where the aerosol is created 
pneumatically. For the ultrasonic method, ultrasonic 
energy is transferred into an ink container such that 
a surface wave is created at the top surface of the 
ink, causing small droplets of ink to be “ripped off” 
the ink surface, thus creating an aerosol mist above 
the ink. This aerosol is then transported by a gas 
flow that carries this aerosol mist into a mist tube, 
thus creating an ink stream [11]. For the pneumatic 
method, much like in a stray paint can, ink is sucked 
up into a tube and forced through a pin hole by a gas 
flow stream. This Venturi effect creates an aerosol 
mist in the ink jar that is carried into the mist tube 
by the gas flow. Unlike the spray paint can, however, 
some of the gas flow needed to create the aerosol 
must be removed in order to establish a controllable 
ink stream, and the ink stream needs to be collimated 
so that it is confined to a diameter somewhere, typi-
cally, in the range of 10–200 µm. This can be accom-
plished by adding an aerodynamic-focusing insert 
and an exhaust in order to both collimate and reduce 
the gas flow rate of the ink stream as it enters the 
mist tube. A schematic drawing showing the details 
of an AJ print nozzle and a picture of a commercially 
available AJ printer printing a silver (Ag) nanoparti-
cle ink onto a 4-inch hemisphere is shown in figure 1.

Measuring ink stream dynamics
With an ink stream having been created for a given 
ink on an AJ printer, the volume of ink printed must 
be set and/or measured in order to print a feature 
of a specified geometry [12, 13]. This can be done by 
mounting an inkwell array, similar to what is shown 



66

Additive Manufacturing of Electronic Circuits for Novel Applications

FIGURE 1. The cutaway drawing (left) highlights the ink stream dynamics with-
in an aerosol jet (AJ) printer nozzle [11]. In the photograph (right), an AJ printer 
nozzle is being used to print a silver (Ag) nanoparticle ink onto the surface of a 
4-inch hemisphere.

Printed hybrid electronics
What does it mean to additively fabricate an electron-
ic sensor or circuit [18, 19, 20, 21]? Electronic circuits 
typically contain passive components (such as resis-
tors, capacitors, and inductors) and active compo-
nents [such as integrated circuits (ICs) wire-bonded 
into packages] soldered onto a PCB. Examples of 
printed resistors, capacitors, and inductors are 

in figure 2, onto the build plate of the printer and 
sequentially printing into individual inkwells of a 
known volume (Vinkwell) for a specified time interval 
(tinkwell) and adjusting the gas flow rates until each 
inkwell is just filled [14].

FIGURE 2. The inkwell method depicted here allows for the determination of an ink 
stream deposition rate Rink [14].

exact gas flow rates, changes in the 
ink over time, room temperature, and 
humidity, etc. Currently, there is no 
good way to track these changes in 
the ink stream, and so it is an interest-
ing area for further research efforts 
[16]. Currently, the best method is 
to set a specific Rink and then print a 
test trace. After post-processing, a 
post-processing deposition rate Rpp 
can be calculated by measuring the 
cross-sectional area (CS) of the test 
trace and multiplying that by the print 
speed (s) used to print the trace, such 
that Rpp = CS * s. At this point, the sol-
ids fraction of the ink stream used to 
print the test trace can be represented 
as a scale factor (ƒ) where ƒ = Rpp/Rink. 
Using these AJ printing techniques, 
it is possible to fabricate high-quali-
ty electronic components within an 
acceptable tolerance [17].

With this inkwell method, a specific ink 
stream deposition rate can be established where 
Rink = Vinkwell/ tinkwell. Knowing the exact deposition rate 
then allows for a specific volume of 
ink to be printed as required to print 
a feature with a specific designed 
volume, Vdesign. However, depending 
on the properties of a given ink, Rink 
may not be the deposition rate that 
corresponds to the volume of a de-
signed feature. This is because an ink 
can contain solvents, binders, etc. that 
are removed from the printed feature 
during post processing (e.g., curing, 
sintering), leaving only the “solids” 
as part of the final printed feature. 
Therefore, the “solids fraction” of an 
ink stream needs to be measured 
for a given ink on a given AJ printer 
[15]. Furthermore, depending on the 
dynamics of the ink stream, the solids 
fraction can vary depending on the 
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shown in figure 3; however, most ICs are too com-
plex to be additively fabricated. For example, it is not 
possible to print an integrated circuit on par with an 
Intel 16-bit 8088 from the late 1970’s, let alone a 32-
bit Pentium or 64-bit Core i7 processor from the last 
two decades.

FIGURE 3. Passive components of electronic circuits can be additively fabricated as illustrated here in a printed resistor, a printed 
capacitor (center), and printed inductors (right).

Nevertheless, such an IC chip can be removed from 
its package and used stand-alone, where the package 
and lead frame are eliminated and the wire bonds are 
replaced by printed interconnects. An example of a 
packaged IC is compared to a bare die with printed 
interconnects in figure 4. This allows for a hybrid 
circuit approach to be developed, where components 
can be printed where possible and placed as bare die 
when printed versions are not possible. In addition 
to the printed and hybrid components, the PCB itself 
can be replaced with printed circuitization traces. 
Largely, it is this ability to print a replacement for the 
PCB that enables a variety of possibilities from rapid 
prototyping of circuits, to partially printed circuits, 
to fully printed hybrid electronic (PHE) circuits. 
Examples of each of these will be presented and dis-
cussed in the following section. FIGURE 4. Most integrated circuits (ICs) are too complex to be 

additively fabricated but can be removed from their package and 
used stand-alone. Here is an example of a packaged IC contain-
ing the bare die microcontroller IC chip that is shown (left) as a 
stand-alone bare die with printed interconnects (right; scale bar 
related to both images).

From rapid prototyping to PHE circuits
In figure 5, two commercially available circuit boards 
are shown, the first one is a Mini Circuits, Model 

ZFL-1000LN+, low noise amplifier (LNA) and the 
second is an Arduino Mini.

Both of these circuits can be modified such that 
rapid prototype and PHE versions can be fabricated 
using AJ printing methods. Let’s first consider the 
LNA circuit in order to illustrate how additive man-
ufacturing can be used for the rapid prototyping of 
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FIGURE 5. Standard commercially available PCBs—(left) Mini Circuits, Model 
ZFL-1000LN+, low-noise amplifier (LNA) and (right) an Arduino Mini—can be 
modified such that rapid prototype and PHE versions can be fabricated using 
AJ printing methods.

an electronic circuit. Suppose we wanted a similar 
circuit in a different form factor (geometry), that is, 
not a square geometry but rather a version that is 
long and skinny. Figure 6(a) shows the commercially 
available LNA circuit. The circuitization layout can be 
redesigned for a different form factor and turned into 
an AJ tool path that can be printed onto basically any 
surface. In figure 6(b), (c), and (d), versions of this 
circuit with circuitization are printed in ratios of 1:1 
(b), 3:1 (c) and 5:1 (d) are shown [22].

FIGURE 6. (a) For this unaltered LNA circuit, the circuitization layout can be redesigned for different 
form factors and turned into an AJ tool path that can be printed onto basically any surface, as seen in 
rapid prototypes (b) with a 1:1 ratio, (c) with a 3:1 ratio, and (d) with a 5:1 ratio.

Once a new design layout exists, depending on 
the complexity of the circuit, a new prototype can 
be printed in a matter of hours. At this prototype 
stage, the electronic components are still fully surface 

mounted. One of the challenges with this 
is that it is not easy to solder to printed 
Ag (the standard AJ conduction ink), and 
as such, the components are typically 
glued in place with a dot of electronic ad-
hesive and then electrically connected by 
syringe printing an Ag paste that bridges 
between the component and the printed 
trace. This method works reasonably 
well but is not always as robust, as many 
of the Ag pastes end up creating a brit-
tle electrical connection. This is an area 
that provides opportunities for further 
research into the ability to incorporate 
soldering methods into additively manu-
factured circuitization. As additive manu-
facturing of electronic circuits progresses 

from the rapid prototype capability to a fully fabricat-
ed PHE version of a circuit, it is possible to mix and 
match standard surface-mounted components, bare 
die versions of components, and printed components 
all together in a single circuit. Indeed, there will be 
many occasions where bare die versions of a pack-
aged component are not available. One workaround 
to the soldering problem related to integrating such 
packaged components into an additively fabricated 
circuit is to use a leadless chip carrier (LCC) version 
that is mounted upside down in a cavity with printed 
interconnects. In this same manner, standard passive 
components can also be used prior to being swapped 
out for printed versions. Figure 7 shows an LCC pack-
aged accelerometer and standard surface-mounted 

resistor both mounted 
in respective cavities.

Note that the 
cavity always has to 
be bigger than the 
component which 
necessitates a printed 
moat fill (red adhe-
sive for the resistor 
and clear polymer for 
the accelerometer) to 
create a continuous, 
smooth surface onto 
which the intercon-
nects can be printed. 
Where bare die are 
available, the bare die 
itself can be mounted 
onto a surface and 
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FIGURE 7. On the passive resistor (left) and packaged accelerometer (right), 
electronic components are mounted in cavities with moat fills printed to create a 
smooth transition for printed interconnects.

interconnects printed such that the electrical pads of 
the die are properly connected to the printed circuiti-
zation and thus, as such, properly connected into the 
electric circuit. Figure 8 shows an example of a bare 
die with printed interconnects.

FIGURE 8. In this optical image of a bare die 
microcontroller chip, printed interconnects 
are applied over fillets that replace the more 
standard wire bonds within an IC package.

Just as with cavity-mounted components, the 
printed interconnects here also need to have a 
smooth, continuous surface over which they are 
printed. A typical bare die can have a thickness of 50–
500 µm and so a “ramp” needs to be printed along the 
edge of the bare die in order to establish the required 
smooth surface [23]. Such fillets can be seen along 
the die edges, where needed, in the image shown in 
figure 8. With the capabilities highlighted in figures 
6, 7, and 8, we can redesign the Arduino mini circuit 

FIGURE 9. The design of a PHE version of an Arduino-type electronic circuit (left) is pic-
tured alongside the fully fabricated AJ printed PHE circuit-level demonstrator (right). 

shown in figure 4 so that the 
circuitization for a similar PHE 
circuit can be additively fabricat-
ed. Figure 9(a) illustrates what 
is referred to as a three-layer 
circuit that represents an AJ 
printable, PHE circuit designed 
to have similar functionality to 
an Arduino Mini type circuit.

The red, green, and purple 
features map out the three 
circuitization layers, and the 
magenta features map out the 
component interconnects. This 
PHE circuit-level demonstrator 
contains: 1) a bare die version of 
an Atmega328P microcontroller 

(in blue, just below and to the left of center in the cir-
cuit layout), 2) an LCC-packaged version of a three-ax-
is accelerometer (in blue to the right of center in the 
circuit layout), 3) LCC versions of both a 5-volt and 
a 3.3-volt power regulator, and 4) a variety of cavi-
ty-mounted resistors, capacitors, and LEDs; a resistor 
and LED are highlighted by the red box in the right 
image). Figure 9(b) shows the corresponding, fully 
fabricated PHE circuit, printed on a flat, 3D printed 
substrate. PHE fabrication methods not only enable 
printing onto flat surfaces, but also allow for the fab-
rication of circuits onto truly 3D surfaces. The circuit 
design in figure 10 illustrates an earlier version of 
the PHE circuit projected onto the surface of a 4-inch 
hemisphere. In the same way that the PHE circuit 
shown in figure 9 was fabricated, this hemispherical 
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circuit was fabricated onto a similarly 3D-printed 
surface. The only difference in fabrication was that, 
for the hemispherical circuit shown in figure 10, a 
five-axis AJ printer was used, while for the flat circuit 
in figure 9, a three-axis AJ printer was used.

FIGURE 10. Design of a 4-inch hemisphere version of the PHE circuit 
shown in figure 9 along with the AJ printed, fully fabricated circuit.

Next steps
As with any new, next-generation technolo-
gy, proving out reliability and real-world ap-
plication can be a challenge. This is definitely 
the case with PHE printing methods used 
to fabricate 3D, additively fabricated elec-
tronic circuits. With this in mind, we are in 
the process of fabricating some 220 compo-
nent-level test coupons relevant to the PHE 
circuit-level demonstrators shown in figure 
9 that will go through full reliability testing. 
Additionally, we are partnering with a num-
ber of other government groups, defense 
industrial base companies, and NextFlex the 
Manufacturing Innovation Institute (MII) for 
flexible hybrid electronics (FHE), in order to 
advance the additive manufacturing ecosys-
tem and prove out the capabilities of this 

FIGURE 11. (a) The layout of a curved version of the PHE circuit will be fabricated onto the inside surface of a sounding rocket door 
panel; (b) the sounding rocket is pictured during testing and (c) launching.

technology. For example, we are collaborating with 
NASA [Goddard Space Flight Center (GSFC), Marshall 
Space Flight Center (MSFC), and their Sounding 
Rocket Operation Center (NSROC)] to fabricate the 
PHE circuit onto the inside surface of a door panel for 
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a sounding rocket launch in late 2022. A conceptual 
mock-up is shown in figure 11 with the actual rocket 
door panel. Included in the figure is a photo of a rock-
et in test and at launch.

Conclusion
Additive manufacturing holds great promise as a 
next-generation method for the fabrication of elec-
tronic circuits. For one thing, a stand-alone PCB can 
now be replaced by printing multilayer circuitiza-
tion onto non-flat surfaces. This allows for the rapid 
prototyping of circuits that can take on completely 
different form factors than has been possible in the 
past. Additionally, printed and hybrid versions of 
electronic components are typically thinner and 
lighter weight as compared to their surface-mount-
ed counterparts. This also eliminates the need for 
soldering, thus further reducing not only weight but 
also high thermal stress, processing steps, and the 
number of different materials involved in the overall 
fabrication process. All in all, the maturity of additive 
manufacturing methods applied to the fabrication of 
electronic circuits has the potential to usher in a new 
era of electronics integration where the circuitry will 
become inseparable from the mechanical, geometri-
cal aspect of the physical gadget that it controls. 
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