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Abstract

Both corporate leaders and military commanders turn to ethi-
cal principle sets when they search for guidance concerning 
moral decision making and best practice. In this article, after 
reviewing several such sets intended to guide the responsible 
development and deployment of artificial intelligence and au-
tonomous systems in the civilian domain, we propose a series 
of 11 positive ethical principles to be embedded in the design 
of autonomous and intelligent technologies used by armed 
forces. In addition to guiding their research and development, 
these principles can enhance the capability of the armed forces 
to make ethical decisions in conflict and operations. We exam-
ine the general limitations of principle sets, refuting the charge 
that such ethical theorizing is a misguided enterprise and criti-
cally addressing the proposed ban on military applications of 
artificial intelligence and autonomous weapon systems.
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Regulating the use of artificial intelligence (AI) to make it safe and compli-
ant with ethical standards recently became a public concern and a global 
priority. One of the controversies most intensely debated by technology 

ethicists remains the military application of AI, which includes—but is not lim-
ited to—autonomous weapon systems (AWS), i.e., machines designed to inde-
pendently search for, select, and engage targets.1 A universal ban on these ma-
chines has been advocated by those who believe that the conditions necessary to 
use AWS ethically either are impossible to devise or cannot realistically be met in 
practice.2 Articulating an alternative proposal, we argue that the conditions for 
ethically using military applications of AI can be conceptually specified as clearly 
as those relevant to similar nonmilitary technologies; that the decisional processes 
(including the public discussion) and the research efforts (including the transfer 
from civilian to military industry) necessary to practically meet such conditions 
would be hindered by a pre- emptive ban on AWS; and that any such uncondi-
tional prohibition would solicit the very same deregulation and uncontrolled pro-
liferation that it was supposed to prevent. To avoid that the prophecy fulfills itself, 
we recommend that each instance of design, development, and deployment of 
AWS should be internationally regulated by legal and ethical standards. Com-
pared to an indiscriminate ban, this approach would be more politically effica-
cious and authentically moral.3

What distinctively characterizes our proposal is the suggestion that any norma-
tive framework for AWS should make parallel with the codes of practice already 
established to regulate civilian technologies, such as commercial drones and au-
tonomous cars. That is because, aside from obvious specificities, military and civil-
ian applications of AI face comparable ethical challenges and must align with 
fundamentally analogous shared values and societal expectations.

While several ethical standards have already been implemented in the domain 
of civilian uses of AI, governments have yet to agree a shared ethical framework 
to regulate military AI. The first step in this direction is represented by the five 
self- regulation principles with which the US Department of Defense (DOD) 
commits to ensuring that military AIs incorporate ethical characteristics:

1. Responsible (informed by “appropriate levels of judgment and care”);
2. Equitable (minimizing “unintended bias in AI capabilities”);
3. Traceable (using “transparent and auditable methodologies, data sources, 
and design procedure and documentation”);
4. Reliable (fulfilling rigorous “safety, security, and effectiveness” standards); 
and
5. Governable (neutralizable when systems “demonstrate unintended 
behavior”).4
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The commitment of the DOD, which is expected to inform all the relevant 
policies and practices by the Pentagon and its affiliated entities, has not corre-
sponded to equivalent efforts by private companies that work as contractors for 
the military industry.5 This hesitation is well exemplified by Project Maven, which 
was aborted after an initial collaboration agreement between Google and the 
DOD.6 The project aimed at using Google’s voluminous video dataset to train an 
automated visual recognition system to be applied by military drones for purposes 
of reconnaissance and targeting.

Controversies arising among Google’s staff, and subsequent public pressure, 
induced Google to divest itself of its contract with the DOD. Internal discontent 
was not quelled even when Google chief executive released a public set of “guid-
ing principles” that prevent Google from researching “offensive” applications of 
AI without restricting the company’s intention to develop military technologies 
with the Pentagon.7

Due to the virtual impossibility of establishing in advance which applications 
of AI can or cannot be weaponized (Project Maven itself was not expected to 
serve only offensive purposes), this code of practice appeared remarkably ambigu-
ous: on the one hand, it does not say or imply that military research is inherently 
immoral (in fact, Google publicly admitted its eagerness to sign new contracts 
with the Pentagon);8 on the other hand, it never commits to a rigid series of re-
quirements that would, by their fulfillment, imply that the firm considered par-
ticipation in the military applications of AI to be appropriate and ethically just.

The series of corporate ethics frameworks that sprung up in the wake of 
Google’s decision indicate a similar reluctance to specify stringent standards un-
der which private firms would consider collaboration on military AI research to 
be ethically permissible. This hesitancy does not stem from an aversion to ethical 
standards upon research and development (R&D), as both civilian firms and 
military institutions acknowledge the need for codes of ethics, but from obscurity 
regarding whether the same ethical and legal norms should govern civilian and 
military research into AI.

If AI technologies can have dual uses (civilian and military), why then cannot 
the related AI ethical principles have a dual implementation? Certainly, civilian 
and military research are governed by different laws and ethical protocols, but 
their efforts toward the development of trusted autonomous technologies involve 
analogous challenges (e.g., transparency, predictability), methods (e.g., data acqui-
sition, machine learning), and desired functionalities (e.g., computer vision) to 
complete very similar tasks (e.g., autonomous navigation and context- adaptive 
action selection) while managing the same kinds of risks (e.g., fatal misrecogni-
tions, biased datasets, unfair decisional criteria, technological dependency, etc.). 
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Thus, far from being exceptional, the ethical concerns arising from the military 
applications of AI should be proportioned to those associated with mass- scale 
civilian applications of AI (e.g., autonomous driving, predictive policing).9

However, the debate on military AI tends to be more divisive than the equiva-
lent debate on the civilian applications of AI. Unfortunately, this could hinder the 
effective transfer of ethical guidelines from the civilian industry to the military. 
The divisiveness depends much more on the public perception of the differences 
between civilian and military ethical standards than their objective magnitude. 
Three contextual elements contribute to amplify the perception of these differ-
ences: (1) the inhomogeneity of the criteria adopted by different nations to define 
autonomy and its related responsibilities, which reflect a diversity in political vi-
sions and strategic priorities;10 (2) the tendency of the general public and media 
to represent military AI technologies as more unreliable and unsafe than the ho-
mologous civilian technologies;11 and (3) the movements of public opinion that 
advocate a pre- emptive ban on AWS rather than a discussion on the possibility of 
ethically regulating their use.12

We shall focus on the third element because it has the power to exacerbate the 
other two: paradoxically, the proposal for a pre- emptive ban has greatly contrib-
uted to delaying constructive discussions into military AI ethics,13 discouraging 
any effort to establish appropriate guidelines for developing and deploying ethi-
cally compliant AWS.

The Ban on Killer Robots and Its Paradoxes

Let us consider, for example, the proposal to create a new international treaty 
under Additional Protocol 1 of the Geneva Conventions, a position illustrated by 
the Open Letter to the United Nations Convention on Certain Conventional Weapons, 
which raised the concern that “killer robots” may pervade warfare to the point of 
making armed conflict more frequent, inhumane, and uncontrollable.

This scenario is not corroborated by previous cases, but it is motivated by two 
worries. The first is that deferring tactical decisions to machines may favor the 
moral deskilling of military personnel14 and desensitize military command to the 
human costs of war,15 hence partly exculpating them and transforming AWS into 
scapegoats for human errors and advancing undue overconfidence, with potential 
to yield undesirable consequences such as bringing conflicts into urban areas. The 
second being that AI will never be accurate or reliable enough to apply lethal force 
proportionately (being sufficiently selective in acquiring the relevant targets) and 
discriminately (distinguishing enemy combatants from civilians), which would 
prevent the deploying force from respecting international humanitarian law and 
satisfying the basic requirements of classical just war theory (in bello).16
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Both worries are reasonable in themselves and need to be addressed.17 How-
ever, such concerns could logically motivate a complete ban on AWS only if the 
following implicit assumption holds: that military AI will never be able to incor-
porate the required ethical principles and guidelines because the military develop-
ers cannot anticipate the errors that the machines may make. Thus, what truly 
concerns the letter’s signatories is neither the practical limitations of technology per se 
(such limitations are never leveraged to motivate, for example, an unconditional 
ban of civilian autonomous vehicles) nor the theoretical impossibility of producing 
appropriate regulations (as the letter never denies that appropriate norms and pro-
tocols could be established in principle).

Rather, the real concern seems to be the alleged structural unreadiness or unwill-
ingness of nations, and specifically their armed forces, to effectively establish and enforce 
such regulations: the worry here is that the haste to exploit the formidable advan-
tages offered by AWS would obfuscate command’s ability to recognize and coun-
ter AWS’s inherent risks.18 Among the petitioners, some AI experts fear that 
military decision makers are too optimistic, naïve, or distracted to recognize that 
machine- learning techniques are opaque and tend to produce unpredictable and 
unexplainable patterns of behavior.19

This fear hardly reflects how innovative technological capabilities are thor-
oughly tested before being adopted by the armed forces of democratic countries, 
following compliance protocols and safety standards that are dictated by the very 
same tactical needs for which these capabilities are developed in the first place, 
therefore, are not less stringent, demanding, and transparent than their civilian 
homologues.20 The sustained efforts made by researchers to minimize unpredict-
able and unexplainable behaviors are too often overshadowed by the tendency of 
media (e.g., Samuel Gibbs)21 to depict AWS with science- fiction clichés and 
portray the armed forces as mesmerized by the inevitable ascent of “Terminator”-
like robots. In this hypothetical “sorcerer’s apprentice” scenario, military decision 
makers are both tantalized and overwhelmed by the uncontrollable complexity 
and intrinsic subversiveness of their technological creations, consumed by an im-
plausible combination of hubristic ambitions and hypnotic passiveness.

This scenario would be less implausible if all the tactically advantageous appli-
cations of military AI happened to be also ethically undesirable, as this tension 
could compel the armed forces to prioritize military over moral values.22 The truth 
is that military applications of AI can improve selectivity, accuracy, accountability, 
and traceability; hence, helping to minimize collateral damages and reducing ca-
sualties—offering an important opportunity to make armed conflicts less unethi-
cal and inhumane.23 Some applications of autonomy are already desirable insofar 
as they offer acceptable trade- offs between risks and benefits in the tactical and 
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operational dimensions, where benefits must be evaluated against critical stakes 
and risks can be mitigated but never entirely eliminated.24

The request to completely ban AWS shoehorns the debate on military AI into 
a false dichotomy: either the development of all autonomous weapons is put on 
hold due to its unacceptable risks, or it will be continued ignoring such risks. This 
false dichotomy, instead of offering a solution to said risks, becomes part of the 
ideological problem that deters military contractors from developing ethical prin-
ciples for AI. The problem, we believe, consists in aprioristically rejecting the pos-
sibility that armed forces could ever envision and enforce appropriate AI regula-
tions. Such a position suffers from at least four flaws:

a) An ethical flaw: dismissing the very possibility that 
military AIs could be designed ethically delays the develop-
ment of ethical military applications, making warfare more 
cruel, unjust, and exposed to greater threats for human 
dignity. AWS capabilities are not only morally desirable 
for utilitarianist reasons but also deontologically obliga-
tory in any scenarios in which the deterrence power of an 
assured military response, the armed forces’ capability to 
deliver such a response with sufficient “speed, precision, 
efficiency,” the “distribution of responsibility and guilt” 
guaranteed by an impersonal lethal system, the upholding 
of human dignity in death, and the sustainable manage-
ment of resources represent non- negotiable ethical impera-
tives.*, 25 Also, because some military applications of AI can, 
in principle, and do, in practice, “satisfy the requirements 
of fairness in the re- distribution of risk,” “there is a public 
responsibility to regulate [not ban] killer robots’ design and 
manufacture.”26

* Such scenarios include “saving your village by activating a robot to kill invading enemies who 
would inflict great indignity on your village, using a suicide robot to save yourself from a less 
dignified death at enemy hands, using a robotic drone to kill someone otherwise not accessible in 
order to restore dignity to someone this person killed and to his family, and using a robot to kill 
someone who needs killing, but the killing of whom by a human executioner would soil the execu-
tioner’s dignity. I conclude that what matters in rightful killing isn’t necessarily that it be under the 
direct control of a human, but that it be under the control of morality.” Duncan MacIntosh, “Fire 
and Forget: A Moral Defense of the Use of Autonomous Weapons Systems in War and Peace,” in 
Lethal Autonomous Weapons: Re- Examining the Law and Ethics of Robotic Warfare, ed. Jai Galliott, 
Duncan MacIntosh, and Jens David Ohlin (New York: Oxford University Press, 2021).
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b) A methodological (scientific) flaw: presuming that 
military AI are irremediably untrustworthy prevents re-
searchers from collecting the data and developing the sci-
entific models necessary to assess and increase the trust-
worthiness of all autonomous systems, including both the 
military and the civilian ones. Prohibiting the research on 
AWS not only deprives states of the ethical advantages of 
military AI but also confounds the ethical risks of the cor-
responding civilian applications, overshadowing the extent 
and utility of dual- use technologies.

Addressing this conundrum, a recent study indicates 
that the roboticists supporting the ban often lack proper 
awareness of “the real- world dual- use potential of their cre-
ations,” which is why many civilian developers are “not well 
suited for analyzing how an autonomous system designed 
for a humanitarian emergency may have capabilities that 
are directly transferrable to a conflict zone.”27 The discon-
nection of civilian and military research is not just “a mat-
ter of willful ignorance of technology developers but rather 
a void created, intentionally or unintentionally, by policy-
makers.” This void, which arises from “the lack of agree-
ment on norms and regulations at the international level 
about autonomous systems,” inevitably discourages any 
effort to design and develop more ethical military AI.

c) A communicative (political) flaw: obstructing con-
structive discussions about the ethical applications of mili-
tary AI delays the diplomatic and legislative processes that 
may lead to establishing the relevant international treaty. 
Part of the problem is that the pro- ban campaign “is mod-
elled after previous humanitarian disarmament successes 
and not tailored to the specifics [of AWS]”, whose irreduc-
ible novelty must be researched and acknowledged without 
prejudices.28 Unlike other armament systems that have 
been successfully banned (e.g., blinding laser weapons and 
antipersonnel landmines), AWS are mostly unmanned, 
lethal, military variations of manned, nonlethal, civilian 
or dual- use technologies.29 The distinction between one of 
these technologies and its lethal counterpart, from an AI 
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perspective, is extremely thin or imperceptible, which is 
why both state and nonstate actors could easily find ways 
to work around a general ban, cheating “the treaty regime 
by developing autonomous software for weapon systems 
that are normally manned”30 as well as weaponizing algo-
rithms developed for civilian applications.

The very definition of the autonomous technology to 
be banned is disappointingly vague and has led some to 
conflate AWS with military applications of AI tout court. 
The most cogent definitions of the term autonomous weap-
ons system base their classification on the extent to which 
the system has control over its critical functions indepen-
dent of a human, for which AI is a vital enabler. Despite 
seeming agreement on its broad strokes, definitions of AWS 
begin to differ when it comes to the crucial technical details 
and standards upon which any effective ban would have 
to rely,31 so that a ban on AWS would predictably end up 
forbidding all autonomous technologies or with no technol-
ogy at all.

Not only does this lack of agreement make the ban 
formally empty (its scope is either over- or underspecified, 
making the prohibition inapplicable) and hardly enforce-
able (due to the difficulties arbiters would face in verifying 
whether a weapon system is “autonomous” without being 
granted high levels of technical access by the deploying 
military),32 but it also makes the ban politically counterpro-
ductive: instead of preventing proliferation, this vagueness 
might encourage national armed forces and private mi-
litias to give rise to “highly secretive programmes” to de-
velop AWS disguised as civilian or nonlethal technologies,33 
which would be both procedurally and morally unaccept-
able.

A pre- emptive ban would limit the international com-
munity’s propensity and ability to effectively develop and 
systematically apply definitions, standards, norms, and 
practices, at a time when states urgently need to agree and 
enforce official guidelines to rigorously review and test the 
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design concept, general functionality, and tactical viabil-
ity of any AWS before they are deployed into actual com-
bat. For example, only guidelines of this kind could help 
states agree how AWS should interact with each other, 
ensuring that no unintended escalation results from the 
random interaction of two states’ autonomous weapons.34

d) A governance (motivational) flaw: the ban incentiv-
izes exactly the irresponsible and risky decisions that it is 
meant to prevent. Military contractors are deontologically 
committed and legally obligated to create trusted autono-
mous systems, as testified by their efforts to develop trust 
marks for AWS and protocols to objectively assess their 
autonomy levels.35 However, while the developers and con-
tractors officially working for the armed forces of demo-
cratic states have an obvious interest and the strongest 
motivations to identify and discontinue the untrustworthy 
applications of AWS, those hired by rogue militias or non-
state paramilitary groups secretly operating around an 
international ban might not feel the same moral urgency.36

This point seems largely ignored by the pro- ban 
campaigners, who reductively conflate a practical, concrete 
problem (the immaturity of current technology) with an 
intangible fear (the alleged unreadiness or unwillingness of 
armed forces to comply with ethical standards). Not only is 
this negative assumption about the armed forces’ motiva-
tions unjustified, but also the conflation itself is dangerous.

To be ethically justified, the use of autonomy in 
warfare must fulfill three necessary conditions: (a) AWS’s 
conceptualization and design must be informed by sound 
moral goals and values (e.g., collateral damage minimiza-
tion); (b) AWS’s intended functioning must be supported by 
sufficiently sophisticated technological solutions to keep 
up with the moral expectations of the designers (e.g., ad-
vanced visual recognition systems); and (c) decisions to 
deploy AWS must comply with the relevant deontic norms 
that govern legitimate just war operations. These norms are 
informed not only by the relevant military doctrines (e.g., 
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rules of engagement, just war theory), but also by ethical 
considerations that specifically apply to autonomy, reflect-
ing the values that inform their design. Any ethical use of 
AWS must fulfill these three conditions, of which techno-
logical maturity is but one. A ban cannot differentiate be-
tween these three requirements because it operates under 
the assumption that, when they are pressed to meet the 
technological requirement, military decision makers inevi-
tably discount the other two requirements. Such a confla-
tion is simplistic because, within an appropriate regulative 
framework, these three requirements are equally important 
and can be addressed separately.

Even if specific concerns about the maturity of this 
or that technology may be justified, the range of military 
applications of AI is so broad and innovative at so many 
different levels, and including so many degrees of potential 
integration with human supervision, that giving the same 
one- size- fits- all moral judgment to all the possible uses of 
AI in warfare risks being not only simplistic but also demo-
tivating for those who are making genuine efforts to make 
warfare less inhumane.37 It is reasonable to worry that 
technological innovation may at times outpace the efforts 
to govern it, but, instead of a withdrawal, this problem 
should motivate even more systematic efforts to clarify the 
normative principles under which AWS should operate and 
ensure that the relevant governance frameworks are con-
stantly updated based on empirical evidence and ethical 
awareness.38

To avoid these four flaws, we propose to replace the pre- emptive ban with a set 
of ethical principles. While specifically designed for the military, this set is impor-
tantly informed by how similar principles are implemented by the civilian AI in-
dustry. Without overlooking the theoretical limitations of the principlist approach 
to applied ethics,39 we will argue that an appropriately designed set of principles 
may, if nothing else, avoid the most obvious ethical violations in wartime and 
guide the development of a “minimally just AI” (MinAI) framework40 to inform 
the design of any AWS.
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Technological Society’s Love Affair with Ethical Principles

Once it was publicly revealed that Google was collaborating with the Pentagon 
on Project Maven, Google’s work on AI was to be urgently made socially respon-
sible by adhering to ethical principles that included a commitment to “be socially 
beneficial” and to “avoid, creating or reinforcing unfair bias.” Others dictate that 
their wares “be built and tested for safety,” “incorporate privacy design principles,” 
“uphold high standards of scientific excellence,” and “be accountable to people.”41 
While signaling that the company’s intention was not to divest itself of military 
contracts, Google’s principles set also includes a section titled, “AI applications we 
will not pursue’,” which directly mentions “weapons and other technologies whose 
principal purpose or implementation is to cause or directly facilitate injury to 
people.”42 It is far from clear who would ultimately maintain responsibility for the 
implementation of the principles, as the Google ethics board, which existed barely 
more than one week, has been disbanded owing to public discord over its mem-
bers. This controversy reopened old divisions within the company, with no re-
placement board or mechanism having since been named.
Table 1. “Popular Tech- Ethics Principles by Comparison” or similar

US DOD Microsoft Future of Life Institute European   Com-
mission Salesforce

Equitable
Fairness Safety Liberty &      

Privacy
Human agency 

& oversight Beneficence

Inclusiveness Failure        
Transparency

Shared 
Benefits

Robustness & 
safety

Human value 
alignment

Reliable Reliability & 
Safety

Judicial      
Transparency

Shared      
Prosperity

Privacy & data 
governance

Open debate 
between 

science & 
policy

Traceable Transparency Responsibility Human 
Control Transparency

Cooperation, 
trust, & 

transparency in 
systems and 
among the AI 

community

Governable Privacy            
& security Value alignment Non-

subversion

Diversity, non- 
discrimination, 

& fairness

Safety & re-
sponsibility

Responsible
Accountability Human values AI arms race

Social & 
environmental 

wellbeing
-

Personal privacy Accountability

Google is just one example of a company resorting to ethics principles in the 
face of technological challenges. Despite the dissolution of its AI ethics board, a 
wave of ethics principles has swept Silicon Valley since, as those holding interests 
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in AI come to realize the potentially controversial nature of its applications and 
the need to curb unintended dual- or suspicious uses that may impact their repu-
tation. AI ethics has therefore come to be of interest across a number of civil 
sectors and types of institutions, ranging from small- to large- scale developers of 
technology eager to generate their own ethical principles, professional bodies 
whose codes of ethics are aimed at influencing technical practitioners through 
standards setting, and monitoring bodies such as research institutes, government 
agencies, and leading individual researchers across disciplines whose work aims to 
add technical or conceptual depth to AI.

This wave, preceding both Google and the DOD’s efforts, was not limited 
solely to technology corporations.43 At around the same time as the Future of Life 
Institute (FLI) released its “Asilomar AI” principles,44 the US Association for 
Computing Machinery (ACM) communicated a set of seven principles focused 
on algorithmic opacity and its connection to responsibility attribution.45 In 2017 
alone, several other stakeholder groups and organizations published additional 
principles sets, including the Japanese Society for AI’s Ethical Guidelines;46 a set 
of recommendations from the Université de Montréal, entitled the Montréal 
Declaration on Responsible AI;47 and the IEEE General Principles of Ethical 
Autonomous and Intelligent Systems.48 This proliferation of principles has con-
tinued into the following years with the Partnership on AI producing a set of 
“tenets” that its members agree to uphold,49 and the UK House of Lords suggest-
ing five principles for a cross- sector but nonmilitary AI code, which could be 
adopted internationally and was based on the evidence of some 200 experts.50

Google’s interest in presenting a forward- leaning perspective on ethical AI use 
influenced this wave, inspiring the Microsoft AI principles,51 which revolve 
around designing AI to be “trustworthy” and emphasize values like accountability, 
reliability, and safety. Trustworthiness and accountability were also central to the 
views of the European Commission,52 which announced a list of “seven essentials 
for achieving trustworthy AI” and highlighted the importance of robustness and 
safety, transparency, and accountability for the development of ethical AI.

Notably, value alignment and respect of the democratic processes of liberal so-
ciety are common across each of these frameworks, which emphasize that AI re-
search must further the empowerment of people through technological tools used 
globally on a daily basis: e.g., 10 of the 13 principles developed by FLI53 were 
directly related to the preservation of human rights, privacy and dignity; similarly, 
four of the five principles endorsed by Technology & Products of Salesforce cen-
tered on this theme.54 Table 1 contains a list of ethical AI principles from a selec-
tion of corporate and civil society organizations.
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These principles are united by having been formulated by authoritative experts 
and leaders and endorsed by their stakeholder communities. Our normative 
framework for military AI is inspired by the ethical principles developed in the 
civilian sphere, from which we draw key themes (acceptance, control, transpar-
ency, fairness, and safety) that we seek to operationalize through a consistent set 
of principles.

Ethical Principles for Military AI

Amid growing fears of biased and weaponized AI,55 and the faulty logic of the 
reductionist pre- emptive ban position earlier problematized, armed forces need to 
systematically adopt ethical AI principles to guide their responsible approach to 
the development and acquisition of AWS. It is plausible that such principles will 
be initially adopted by a closely aligned block of militaries that already participate 
in joint programs and share comparable military cultures (e.g., the Five Eyes in-
telligence alliance or an EU- led military alliance). Our set of 11 principles is in-
spired by the above- detailed civilian principles while aligning with and further 
developing the five principles recommended by the DOD, emphasizing value- 
related questions in the design and development process.

(I) Be socially accepted and politically legitimized.

Unlike any other armament system, the auton-
omous behavior and selective processes of AI- based 
weapons can be infused with very specific rules and 
criteria, which, in turn, can and must be carefully 
customized to reflect the civil society’s values, princi-
ples, and norms. Moreover, an AI- based weapon can 
directly respond to the needs and interests of demo-
cratic nations because its specific behaviors and 
functioning settings can be modified over time (dur-
ing a mission and even seconds before impacting the 
target) to adjust to the decisions made by legitimate 
leaders and institutions.

Military ethical AI principles must be developed 
and regularly reviewed for impact by a panel of inde-
pendent experts, respecting the rules- based system 
of international order. This is important considering 
that the barriers for acquiring some AWS are relative-
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ly low: nowadays, the cheapest—thus more primitive 
and unsafe—models can be afforded even by terrorist 
groups without techno- scientific edge.

Social acceptance, generally recognized as 
one of the core principles for responsibly conducting 
scientific research, is a key factor in determining the 
legitimacy of military technology. For a military sys-
tem to achieve social acceptance, its design, develop-
ment, and deployment must reflect the ethical stan-
dards that frame a military’s role in their society.56 
Unlike unrecognized paramilitary groups and rogue 
private militias, the status of national armed forces 
operating under rule of law legitimizes their conduct 
through adherence to international law and insti-
tutional order and remains beholden to states via a 
public mandate that must be maintained.

As the institutions of the state are an expres-
sion of a social contract,57 the very existence of mili-
tary institutions and the justification of their au-
thority—including the power to develop and deploy 
AWS—must derive from such a contract. This implies 
that military AI should not be used to undermine the 
culture, the form of political organization, and the val-
ues (e.g., civil rights) that distinctively characterize the 
community. Take, for example, the reluctance of the 
Singapore Armed Forces to pursue weapon systems 
that would be perceived as overly aggressive by their 
neighbors. This stems primarily from the civilian gov-
ernment’s defensive geopolitical stance, rather than 
military purpose.58

(II)  Be nationally compliant.

Military autonomous technologies must comply 
with relevant national standards, laws, and policies. 
This is similar to how—with specific regard to safety 
regulations for small- to mid- sized remote piloted 
aircraft—the Australian Defence Force defers to the 
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authority of the Civil Aviation Safety Agency when 
operating remote piloted aircraft within Australian 
airspace to prevent serious disconnect between the 
way the military and the civilian authorities use re-
mote piloted aircraft. Also, in a liberal society with a 
strong civil- military relationship, the internal use of 
military AI must follow the same national privacy and 
data- sharing regulations as law enforcement agen-
cies, with a strong emphasis against the unjust gath-
ering or storing of civilian information. While agree-
ing to a common set of rules and understanding, like 
other elements of the public and private sectors, the 
military must, at times, be authorized to override the 
limitations that apply to business and politics, e.g., 
during international operations that involve a distinct 
regulatory regime (such as international humanitar-
ian law).

(III) Be interoperable and mutually recognizable.

Interoperability is vital because it grants allied 
armed forces superior coordination and greater co-
hesion. Military AI systems must be mutually recog-
nizable among allied forces, be able to communicate 
with one- another when required, and allow for cross- 
training of allied officers or specialists. The principle 
of mutual recognition allows them to develop shared 
strategic visions, operational protocols, and tactics 
involving AI- based systems and practice them dur-
ing joint operations. For example, the armed forces 
of the Five Eyes community are already conducting 
joint exercises (e.g., Autonomous Warrior 2019 and 
2020)59 to better understand how to incorporate au-
tonomous agents into future operations. The shared 
commitment to the Law of Armed Conflict60 is one of 
the key nontechnological preconditions to establish 
interoperability among allied armed forces.

(IV) Be justified and explainable.
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As with any political decision to use force, the 
deployment of military AI must only occur in a just 
conflict for clearly articulable reasons. The respon-
sibility of armed forces to adhere to these require-
ments is an important part of their social legitimacy 
and is often tied closely together with calls for greater 
transparency in strategic decision making. According 
to traditional doctrines of just war (jus ad bellum), 
“just conflicts” are those that meet six necessary 
conditions: right authority, right intention, reason-
able hope, proportionality, and last resort.61 Further, 
the use of weapons during just conflicts must be 
motivated by comprehensible good reasons.62 Con-
sequently, all decisions involving the use of weapon 
systems during a conflict, including the decisions au-
tonomously made by AIs during operations, must be 
justified and communicable to other rational agents 
in an intelligible and transparent manner. Decisions 
made by AIs must result from algorithmic processes 
that can be analytically scrutinized and understood 
by those providing technical, operational, or political 
oversight. Armed forces must maintain a system of 
control that allows humans to exert at least an indi-
rect, asynchronous influence over the decisions made 
by AWS, which, in turn, even when operating inde-
pendently of human oversight, need to implement 
at least three criteria in maintaining: (1) a record of 
reliability; (2) a system to enable the comprehensibil-
ity of previous machine behavior and the predictabil-
ity of its future behavior; and (3) a means to record 
human input to code and other system operations, 
such as the input of training data, to ensure data 
provenance and the accountability of particular AI 
applications.

These requirements are directly comparable to 
the role of transparency, accountability, and human 
responsibility in civilian versions of ethical AI: for 
example, technology firms are accountable to their 
shareholders and the customers for ensuring that 
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their product operates in an explainable manner.

(V) Operate within a system of human control and ac-
countability.

Military AI systems must be designed and 
operated in such a way that all persons involved in 
their deployment and functioning are accountable for 
the work they conduct in this capacity. It must al-
ways be possible to evaluate the morality and legality 
of the decision to use AWS, reviewing the chain of re-
sponsibilities and assessing the risks stemming from 
deployment within the overarching system of human 
control in which autonomous systems operate (e.g., 
the Law of Armed Conflict, targeting doctrine, weap-
ons review procedures, etc.). This requires building a 
positive feedback loop between users and developers 
to facilitate the required technological enhancements 
and improve ethical/operational outcomes,63 with-
out necessarily calling for a human to be in or on the 
loop at the execution of lethal action.64

Accountability and reliability represent crucial 
concerns for civilian developers, especially corpora-
tions that are held accountable for the functioning of 
their products. For example, consider the legal rami-
fications of a self- driving vehicle hitting a pedestrian: 
AI systems can malfunction, but they cannot be held 
responsible for the decisions that determined their 
immoral use, due to the impossibility of meaningfully 
apportioning blame to nonhuman entities.65 The well- 
known “black box” and opacity problems of AI, which 
describe the possibility of unpredictable outcomes, 
should be treated as calculated risks deliberately 
taken on by both human users and makers.66 Simi-
larly, the opacities of AWS must ultimately be consid-
ered responsibilities for which military commanders 
and developers are to some extent accountable when 
they address uncertain and risky scenarios.
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(VI) Be built and certified safe and secure.

As with their civilian counterparts, certification 
for the safe, secure, and reliable build and operation 
of military AI systems is needed for the prevention 
of harm and mitigation of risk to civilians and mili-
tary personnel. In the civilian sphere, sophisticated 
electronics are inspected, certified and given manu-
facturer’s warranties to assure that the product is of 
an expected standard. This requirement is backed 
by national and international legislation and is of-
ten subject to criteria imposed by multilateral trade 
deals.

The safety and certification regime for military 
autonomous systems should preferably be based 
upon international standards imposed by a supra- 
national entity (e.g., the United Nations) or under 
international law. An alternative would be for allied 
militaries to jointly develop criteria for safety and se-
curity to evaluate the newly developed systems.

(VII)  Be ethical by design.

Moral values and norms are to be carefully 
considered during the design phase of new military 
technologies.67 An early review of potential ethical 
dilemmas should be undertaken from a design and 
engineering perspective to ensure that sufficient 
conceptual and empirical study is undertaken before 
the system (due to unnoticed imperfections or other 
causes) has any chance to engender strategic, eco-
nomical, or humanitarian drawbacks. This principle 
corresponds to the corporate attention to embed-
ding inclusiveness, diversity, and other customer 
values in product design. Similar analyses should be 
conducted by military developers relying on a value- 
sensitive design framework or similar methodology.68 
This would encourage the makers to emphasize the 
ethical significance of design values like adaptiv-



Taming the Killer Robot

JOURNAL OF INDO-PACIFIC AFFAIRS  JULY 2022  19

ity (the capability to adjust to context) and selectiv-
ity (the capability to discriminate between targets), 
which allow AWS to deliver better ethical outcomes in 
comparison with traditional weapon systems.

(VIII) Avoid unjust bias.

Military applications of AI are, just like their 
civilian counterparts, only as accurate as the dataset 
upon which they are trained. A core nontechnologi-
cal barrier to the ethical use of AI, therefore, is the 
risk of unfair biases being injected into a military AI 
due to the nature of the dataset it is drawing upon. 
Such biases could deliberately or inadvertently reflect 
prejudices and discriminatory attitudes embedded 
in the maker’s decisional patterns or the user’s pref-
erences, but they can also accidentally result from 
improperly selected and calibrated training datasets. 
A growing body of literature examines the impact 
of data- based biases in civilian AI systems,69 focus-
ing on biases toward individuals with darker skin,70 
gender- based discriminations induced by historical 
hiring patterns,71 and discriminations in criminal 
risk assessments.72 Recognizing unfair biases is not 
always simple or value- neutral as they are often im-
plicit, socio- culturally connotated, and open to inter-
pretation.

Armed forces must recognize unjust data bi-
ases that can impact on targeting decisions and 
identification of combatants, as highlighted by the 
unreliability of facial recognition software trained on 
databases of light- skinned individuals; similar train-
ing flaws could perpetuate harm to civilians prevent-
ing the accurate analysis of information about race, 
gender, sexual orientation, disability, ethnicity, or 
age. Dataset’s verification may require targeting and 
surveillance protocols that focus exclusively on traits 
that are pertinent to the mission objectives. Ensuring 
that unjust data biases do not affect military AI sys-
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tems would clearly benefit from further research on 
culture- specific human- machine interaction practices 
and algorithmic testing.

(IX) Allow military personnel to flourish

Despite the centrality of technology, soldiers’ 
wellbeing and dignity must remain key principles 
in any development decision. As with private firms, 
training and retaining skilled and experienced people 
remains an ongoing priority. The development of AI 
must accommodate the continued capacity for mili-
tary personnel to flourish mentally, emotionally, and 
economically. This includes preventing the deskilling 
of humans73 and the improper transferring of au-
thority and leadership roles to machines, which may 
prevent humans from expressing their freedom and 
potential.74 This calls for further investigations on 
how humans tolerate AI, particularly where AI priori-
ties compete with human values.

As the deployment of military AI can deeply 
affect the experiences of soldiers and veterans, its 
design should operate to preserve the dignity and the 
integrity of all the humans involved in all relevant 
circumstances (including those faced with the pros-
pect of death); minimize any risk of psychological 
harm to soldiers, including post- traumatic stress dis-
order, burn- out, and moral injury (which often arises 
when soldiers have to transgress their moral beliefs); 
and prevent the risk of technological alienation (a 
neurotic condition resulting from the frustrating ex-
perience of serving a machine).75

(X)  Be sensitive to the environment

Military applications of AI must minimize their 
impact on the environment. Protecting nature from 
unnecessary harm is enshrined in the laws of war 
and deserves equal importance in our conceptions 
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of ethically just deployments of AI. Preserving the 
conditions for human life and protecting important 
cultural objects through the appropriate use of AI 
are ethically desirable: the availability of natural 
resources is important to later- arriving personnel, 
and the support of local populaces is critical to last-
ing peace.76 Sensitivity toward the environment can 
be found among the proclaimed values of major 
technology companies (including Google, IBM, and 
Samsung), and both the Australian and the US De-
partments of Defence maintain policies that identify 
environmental sustainability as a strategic interest. 
Cultural relics and sites of historical importance 
should further be protected from any engagement by 
AWS, by training the AI to recognize specific interna-
tional protective symbols (like the UN Blue Shield for 
cultural assets worthy of protection).77

(XI) Be malfunction- ready.

Military AI and AWS must remain safe and 
controllable even when they behave in unexpected 
ways. Similar concerns encourage civilian roboti-
cists to design systems that can “fail gracefully” in 
the event of malfunction. This capability is essential 
in the case of military systems, as designing them to 
malfunction safely in the field is arguably more im-
portant than attempting to make them failure- proof. 
The Oerlikon friendly fire incident in 2007 was one 
tragic example of a system failing violently.78 Similar 
incidences may be addressed by equipping the sys-
tem with predefined measures to limit the effects of 
the system’s actions, restrict the system’s following 
actions, or assist and/or compensate those toward 
which the deploying force has a legal or moral ob-
ligation. Examples of remedies include hard- coded 
capacities to isolate the fire control unit from the 
remainder of the platform; remotely or manually 
shut- down; self- shut down upon recognition of a 
known fault or damage; terminate any action against 
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protected symbols; and deploy autonomous rescue 
devices to assist those stranded at sea or in arid ar-
eas by the faulty operation of the system.

Not a Checklist but a Guide to Action and Reflection

Obviously, having some moral maxims written on a golden plate does not en-
sure that AWS are used ethically and should not be seen as a pretext to evade the 
assessment of possible misuses. We acknowledge that principles, while expressing 
universally valid values and needs, cannot specify the effective modalities of their 
own implementation,79 which depends on contextual considerations that may 
significantly differ from one warfare scenario to another. That is why our frame-
work is inherently open to further articulation as it is intentionally designed to 
offer necessary but not sufficient criteria for promoting the most ethically con-
ceivable use of military AI and assisting the continuous betterment of operational 
protocols and training materials to be developed by practitioners.

A great deal of empirical study, training, and policy making is required to make 
these 11 principles concretely relevant and effective: the armed forces and all the 
governmental institutions involved in the adoption of AWS must define rules, 
standards, and practices to ensure that the deployment and use of AI- based tech-
nologies is consistent with the principles; analogously, the technological industry 
must develop specific capabilities, trust marks, and assessment protocols to keep 
up to the ethical expectations set by them.

Our suggestion to link the development of ethical standards for military AI to 
the expertise acquired by private firms challenges fatalist beliefs in the impossibil-
ity of maintaining human control. The persistent debate on the international ban 
of AWS, instead of promoting effective regulations, has encouraged actors toward 
absolving themselves of moral responsibilities associated with design, develop-
ment, manufacturing, and maintenance. In turn, core principles are meant to 
highlight these responsibilities beyond the boundaries of a debate that has re-
mained excessively focused on abstract hypotheses instead of working concretely 
to make technologies ethically compliant.

The specific nature of autonomous technologies demands that human respon-
sibilities are emphasized, not discounted. Since even the most autonomous weap-
ons have some degree of human interaction in their lifecycle, any AI- enabled 
military system makes directly or indirectly accountable a large number of people 
for which any appropriate set of ethical principles should account.80 A major risk, 
in absence of clear ethical principles, is that the classical problem of many hands, 
where it is difficult to allocate responsibility among several actors, would become 
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a problem of no hands, an absurd situation in which nobody can be held account-
able for the bad design of a weapon due to the lack of explicit ethical criteria.81

To address this risk, discussions concerning the ethical application of AI should 
be informed by ethical principles and contribute to further articulating the imple-
mentation of said principles in specific scenarios. These discussions should include 
not only the military procurer and end- user but also all individuals, from pro-
grammers and software engineers to training officers and quality assurance per-
sonnel who deal with AI technology. Failing to look beyond the military com-
mander neglects the causal contributions of these actors during the development 
and use of AWS.

Focusing on small actors does not mean overlooking the role of corporations, 
states, and intergovernmental agencies, which hold greater capability to effect 
change, thus, play a prime ethical role. But, in the AI age, the capability to weap-
onize autonomy depends, for better or worse, on those behind every design input 
and keystroke. To recognize their role as moral agents, we must promote a profes-
sional ethic that includes cautious consideration of the risks associated with all 
technological media as tools potentially serviceable for military goals and reaches 
all the way down the command chain to the level of the individual decision mak-
ers, irrespective of rank and titles.

This idea is epitomized by the concept of a MinAI system,82 an AWS architec-
ture that fulfills all the minimal ethical requirements specified by our principles 
through its capability to tempestively restrict or abort certain offensive actions—
for examples, cancelling a human- ordered attack when persons hors de combat 
(surrendered units), policy- identified entities (diplomatic bodies), or an interna-
tionally protected symbol (Red Cross)—are detected in the target area.

Compared to a fully- fledged ethical AWS that actively selects among the tar-
gets to be acquired, a MinAI system is more likely to meet the national require-
ments in all Western nations and stands a strong chance to be accepted by other 
nations (as per principle II), enhancing interoperability when deployed simulta-
neously by multiple allied forces (as per principle III). Incorporating a system for 
tracking reliability and human input, as required under principles IV (explain-
ability) and V (human control), a MinAI system would be involved only in justi-
fied uses. It would be inherently ethical by design (principle VII) as it would satisfy 
the requirements set by the three main normative theories of ethics: its effects are 
preferable to the effects produced by a weapon without AI in an analogous situa-
tion (in accord with consequentialist ethics); its design is respectful of certain civil 
rights and values (as per principle I), unlike an equivalent weapon without AI (in 
accord with deontology ethics); and it allows personnel to flourish (as per prin-
ciple IX), as they can fulfill the ethical and legal requirements governing humani-
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tarian protection (in accord with virtue ethics). Recent technological advances 
make the requirements necessary to meet principles VI, X, and XI achievable. 
Their implementation would constitute a humanitarian enhancement and an il-
lustration of the value of the principles proposed here.

To clarify, we are not claiming that all the possible uses of a MinAI system are 
unconditionally ethical, as morality is not achieved by mere formal compliance 
with principles: designing and developing AWS that comply with the MinAI 
framework does not guarantee that applying lethal force through these AWS 
would always be the most ethical option.

But this does not make the 11 principles less valid as regulative ideals, i.e., in-
dications of goals and desiderata: these principles would be ethically compelling 
guides to action and reflection even if the requirements of the MinAI framework 
were contingently unrealizable due to technological, strategic, or administrative 
unreadiness. Against the categorical conflation promoted by the ban, we must 
distinguish the inherent ethical validity of the principles regulating AWS (which 
draw their normative force from fundamental shared values and societal expecta-
tions) and the efforts required to concretely tailor these principles to real- world 
scenarios (which depend on the capability of technological industry and govern-
mental institutions to fulfill all the relevant practical conditions), remembering 
that the latter are subordinated to achieving the former; thus, the former are not 
less valuable when the latter are imperfect or insufficient.

Limitations and Concerns

Our principles provide a framework from which to develop more formal stan-
dards and specific codes of practice that are relevant from both a technical and a 
policy perspective. However, any similar proposal comes with three potential risks: 
that the principles are too vague to provide a univocal guide to action; that, when 
applied to concrete scenarios, some latent contradictions between principles might 
undermine their efficacy; and that the principles, despite being stated clearly, 
could not be enforced effectively.

The first risk arises when an abstract principle (e.g., “fairness,” “inclusiveness”) 
allows different chains of inferences, creating uncertainty about its most appropri-
ate interpretation. Our principles are general enough to apply to a range of relevant 
scenarios; hence, to guide practical action univocally, they must be complemented 
by scenario- specific considerations and guidelines, drawing on past actions and 
outcomes.83

The second risk concerns the latent friction between different principles, which 
may ignite when the principles are concretely applied to real- world situations.84 
For example, “allowing military personnel to flourish” might occasionally compete 
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with the indication that AI must “be sensitive to the environment” in that the 
actions conducive to human flourishing may call for the instrumental use of envi-
ronmental resources. Complex moral trade- offs may be involved in similar cases, 
but prioritizing among values85 is possible by referring to broader doctrines, for 
instance, appealing to just war theory and the Law of Armed Conflict when the 
use of military AI must be “justified and transparent.”86

The third risk is the one that motivates the ban on AWS, based on the concern 
that ethical constraints on military AI would hardly be backed by enforcement, 
oversight, or serious consequences for deviation.87 Similar worries (inefficacy, lack 
of transparency, etc.) are neither novel nor limited to military technology. It is true 
that it is often unclear what authority is to legitimately enforce the principles, 
which becomes open then to claims of “ethics washing” where results are not de-
livered. The solution we suggest is that a group of independent experts must be 
responsible: oversight bodies typically conduct their monitoring operations in 
classified contexts, releasing only heavily redacted reports for public consumption, 
but their audits can be effective if wisely structured and communicated. The col-
lapse of the Google military AI ethics board, with the resulting media coverage 
and stock- market fluctuations, indicates that expert groups can have a significant 
impact on global giants, if only through forcing public backlash in the worst cases.

Despite these criticisms, the continued development of ethical regulations for 
AI is receiving the political support of those at high levels in technology and 
government spaces. Now it is time that the armed forces and the firms working 
with them to develop military applications of AI do the same. Our principles 
provide a high- level framework and shared language through which soldiers, de-
velopers, and other stakeholders can profitably discuss the ethical and legal con-
cerns associated with the legitimate, controlled militarization of AI.

Building ethically just AI systems will certainly require more than moral ex-
hortations and a strong personal ethic88; to be effective, these principles need to 
inform all the stages of the R&D process, starting from conceptual design, so that 
values are directly embedded into the ideation of military technology and perco-
late through all use- case scenarios.89 µ
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