


SBCRBT 

INTEGRITY* EFFICIENCY* ACCOUNTABILITY* EXCELLENCE 

Mission 
Our mission is to provide i11depe11dent, relevant, and timely oversi.ght 

of the Department of Defense that supports the warfighter; promotes 

accoi111tal1ilily, integrity, and efficienc,y; advises the Secretmy of 

Defense and Co11gress,· and i11forms the public. 

Vision 
Our vision is to be a model oversight or9anizatio11 in the 

Federal Govemment by leading change, speaking truth, 

and promoting excellence-a diverse 01;9a11izalio11, 

working together as 011e professional team, recognized 

as leaders in ourfield. 

"""""'- ~ Fraud, Waste, & Abuse 

*** HOTLINE .... **' Department of Defense 
..... dodig.mil/hotline 

For more information about whistleblower protection, please see the inside back cover. 



June 15, 2017 

(U) Objective 
(U) We determined whether the DoD has implemented 

cybersecurity controls to protect, detect, counter, and 

mitigate potential cyber attacks on control systems 1 that 

support DoD critical missions or assets. 

(U) Background 
(U) DoD Instruction 8510.01, "Risk Management 

Framework for DoD Information Technology," 

March 12, 2014, incorporating change 1, May 24, 2016, 

mandates all DoD information technology, including 

control systems, be appropriately secured against 

cyber attacks by implementing the National Institute of 

Standards and Technology Risk Management Framework. 
In the past, control systems were generally not connected 

to information technology networks and did not contain 

complex computing capabilities; therefore, they could be 

adequately protected us.ing physical security measures. 

However, those legacy control systems and their 

components are being updated or replaced with 

commercially available hardware and software creating a 

greater need to secure the systems. Due to their unique 

performance, reliability, and safety requirements, control 

systems require modification to the standards that are 

commonly used to secure traditional information 
technology systems. The National Institute of Standards 

and Technology describes how to develop those 

specialized sets of security controls, known as "overlays" 

to reduce the need for case-by-case modifications and 

ensure consisten t implementation. Overlays can be 

(U) Background (cont'd) 

(U) Government-wid e, such as those published by the 

Committee on National Security Systems, or 

organization-specific, which can be approved and issued 

by Departments and agencies. The DoD has adopted the 

use of overlays and developed overlays fo r other 

non-typical information systems including nuclear 

command and control systems. However, the DoD has not 

yet incorporated a control systems overlay into 

its procedures. 

(U) Finding 
"t!!lt Cheyenne Mountain Air Force Station 721st and 

Scott Air Force Base 3 75th Civil Engineer Squadron 

Information Assurance Managers did not fully implement 

cybersecurity co ntrols to protect, detect, counter, and 

mitigate potential cyber attacks on conb·ol systems that 

provide essential infrastructure services to Tier I Task 

Criti cal Assets.2 Specifically, 721st and 37 5th Civil 

Engineer Squadron Informatio n Assurance Managers 

did not: 

• fG7 sufficiently configure control systems to 
protect against unauthorized system 
modifications and counter malicious software 
threats; and 

• ~ consistently monitor control system activity to 
detect and mitiga te incidents3 or intrusions. 

1 (U) Control Systems are specialized systems and mechanisms that ensure installation infrastructure serv ices, such as heating, coollng, vent ilation and 
air conditioning, are delivered when and where required to accompligh the mission. 

2 (U) Tier I Task Critical Assets are of such extraordinary importance that their loss or destruction results in failure of strategic national- or theater-level missions 
or Functional capabilities. 

3 (U) Actions ta ken through the use of computer networks that result in an actual or potentially adverse effect on an information syst em and/or the Information 
residing therein. 
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(U) Finding (cont'd) 

(U) Cybersecurity controls were not fully implemented 

because the DoD did not develop and issue an overlay to 

address the unique security needs for control systems. In

addition, the Air Force did not update its Engineering 

Technical Letterll-1 "Civil Engineer Industrial 

Control System Information Assurance Compliance," 

March 30, 2011, or provide training for implementing 

adequate control system cybersecurity. 

 

(-6, The lack of adequate cybersecurity on control systems 

supporting Tier I Task Critical Assets put DoD missions at 

an increased risk of failure. For example, Scott Air Force 

Base and Cheyenne Mountain Air Force Station have 

information technology systems categorized as Tier I Task 

Critical Assets that depend on reliable, uninterrupted 

cooling provided by heating, ventilation, and air 

conditioning systems. A ·uccessful cyber attack on those 

heating, ventilation, and air conditioning control systems 

could allow adversaries to compromise the Tier I Task 

Critical Assets leading to DoD critical mission failure. 

(U) Recommendations 

(U) We recommend that the: 

• (U) DoD Chief Information Officer develop and 

issue a control system overlay or mandate the 

use of National Institute of Standards and 
Technology Special Publication 800-82 Revision 2, 
Appendix G, as the specific set oftailored 

cybersecurity controls for all control systems 

across the Department . 

• (U) Headquarters Air force Director of Civil 

Engineers update Engineering Technical 

Letter 11-1 or issue new guidance for control 

system cybersecurity. When updating or 

issuing new 

(U) guidance, Headquarters Air Force Director of 

Civil Engineers sJ1ould consider the requiremehts 

outlined in National Institute of Standards and 

Technology Special Publication 800-82, 
Revision 2, Appendix G. 

• (U) Headquarters Air Force Director of Civil 

Engineers develop and implement cybersecurity 

training for all civil engineer personnel 
responsible for control system 

cybersecurity management. 

(U} Management Actions Taken 

(U) We provided a discussion draft with the finding and 

recommendations of this report to the DoD CIO and the 

Air Force on May 4, 2017. The DoD CIO and the Air Force 

agreed and had no substantive comments on the 

discussion draft. Therefore, we did not require a written 

response, and are publishing this report in final form. 

(U) During the audit, we advised the Director, 

Cybersecurity / Acquisition Implementation and 

Integration, from the Office of the DoD Chieflnformation 

Officer and Air Force Deputy Director of Civil Engineers, 

from the Office of the Deputy Chief of Staff for Logistics, 

Engineering, and Force Protection, of the policy 

deficiencies related to control system cybersecurity. 

We also advised the Air Force, Deputy, Director Civil 

Engineers of the deficiencies related to cybersecurity 

training for civil engineer personnel. Furthermore, we 

issued a classified notice of concern to the Commander, 

375th Civil Engineeri ng Squadron, to address significant 

cybersecurity deficiencies requiring immediate attention. 

(U) The Director, Cybersecurity/Acquisition 

Implementation and Integration, acknowledged the lack of 

control systems overlay as a deficiency and agreed to take 

corrective actions to update existing guidance or issue a 
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{U) Management Actions (cont'd) 

(U) memorandum directing DoD Components to use the 

National Institute of Standards and Technology Special 

Publication 800-82, Revision 2, Appendix G, as the 

applicable control system overlay. The Director's response

addressed all specifics of the recommendation; therefore, 

the recommendation is resolved but remains open. 

We will close the recommendation once we receive and 

analyze the updated or new guidance to ensure it provides 

a specific set of security controls for control systems. 

 

(U) In an unsolicited response to our classified notice of 

concern, the Deputy Director of Civil Engineers 

acknowledged the lack of guidance for control systems 

cybersecurity and stated that Headquarters Air Force, 

Directorate of Civil Engineers was finalizing a replacement 

guidance for Engineering Technical Letter 11-1. On 

February 2, 2017, the Headquarters Air Force Deputy Chief 

of Staff for Logistics, Engineering and Force Protection 

issued Air Force Guida11ce Memorandum 2017-32-01 4 

directing implementation of the National Institute of 

Standards and Technology Special Publication 800-82 

Revision 2, Appendix G, to the greatest extent possible. 

The Air Force actions taken addressed all specifics of the 

recommendation to issue new policy for control system 

cybersecurity; therefore, the recommendation is closed, 

(U) In addition, the Deputy Director of Civil Engineers 

agreed to take corrective actions to address the lack of 
trained civil engineer personnel responsible for control 

system cybersecurity. Specifically, the Deputy Director 

stated that the Air Force secured funding for FYs 2018 

through 2022 to provide full-time cybersecurity 

professionals at each base dedicated to managing the 

control system cybersecurity efforts, including conducting 

and maintain ing accurate inventories, performing mission 

support analysis, managing and configuring control system 

(U) networks, conducting self-assessments of security 

controls, and performing cybersecurity maintenance and 

lifecycle management. Furthermore, in January 2017, the 

Deputy Director of Civil Engineers issued the "Air Force 

Civil Engineer Control Systems Cybersecurity 

Implementation Plan," wl1ich outlines a strategic approach 

for control system cybersecurity training across the Air 

Force. The Air Force response addressed all specifics of 

the recommendation to ensure control systems personnel 

are properly trained; therefore, the recommendation is 

resolved but remains open. We will close the 

recommendation once we verify that cybersecurity 

professionals are actively managing cybersecurity efforts 

at each base, and the control system cybersecurity training 

program is being implemented. 

• (U) Air Force Guidance Memorandum, "Civil Engineer Contro l Systems Cybersecurlty," February 2, 2017. 
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(U) Recommendations Table 

Unclassified 

Management 

DoD Chief Information Officer 

Headquarters Air Force 
Director of Civil Engineers 

Recommendations 
Unresolved 

None 

None 

Recommendations 
Resolved 

1 

3 

Recommendations 
Closed 

None 

2 

Unclassified 

(U) Note: The following categories are used to describe agency management's comments to individual recommendations: 

• (U) Unresolved - Management has not agreed to implement the recommendation or has not proposed actions that 
will address the recommendation. 

• (U) Resolved - Management agreed to implement the recommendation or has proposed actions that will address the 
underlying finding that generated the recommendation 

• (U) Closed - The DoD OIG verified that the agreed upon corrective actions were implemented. 
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SECRET 
INSPECTOR GENERAL 

DEPARTMENT OF DEFENSE 
4800 MARK CENTER DRIVE 

ALEXANDRIA, VIRGINIA 22350-1500 

(U) MEMORANDUM FOR DOD CHIEF INFORMATION OFFICER 
ASSISTANT SECRETARY OF THE AIR FORCE 

(FINANCIAL MANAGEMENT AND COMPTROLLER) 

(U) SUBJECT: Control Systems Supporting Tier I Task Critical Assets Lacked Basic 
Cybersecurity Controls (Report No. DODIG-2017-093) 

June 15, 2017 

,Ee, We are providing this report for information and use. Cheyenne Mountain Air Force 
Station 721st and Scott Air Force Base 375th Civil Engineer Squadron Information Assurance 
Managers did not fully implement cybersecurity controls to protect, detect, counter, and mitigate 
potential cyber attacks on control systems providing essential infrastructure services to Tier I Task 
Critical Assets. Specifically, the Information Assurance Managers did not sufficiently configure 
control systems to protect against unauthorized system modifications and counter malicious 
software threats and did not consistently monitor control system activity to detect and mitigate 
incidents or Lntrusions. The lack of adequate cybersecurity on control systems supporting 
Tier J Task Critical Assets put DoD missions at an increased risk of failure . We conducted this audit 
in accordance with generally accepted government auditing standards. 

(U) During the audit, we notified the Director, Cybersecurity / Acquisition Implementation and 
Integration, Office of the DoD Chief Information Officer; and the Air Force Deputy Director of Civil 
Engineers, Office of the Deputy Chief of Staff for Logistics, Engineering and Force Protection about 
the identified deficiencies. To address the lack of guidance for Air Force control systems 
cybersecurity, Headquarters Air Force, Deputy Chief of Staff for Logistics, Engineering and Force 
Protection issued Air Force Guidance Memorandum 2017-32-01, "Civil Engineer Control Systems 
Cybersecurity," February 2, 2017, directing the implementation of the National Institute of 
Standards and Technology Special Publication 800-82 Revision 2, Appendix G. The Deputy Chief of 
Staffs actions taken addressed all specifics of Recommendation 2; therefore, the recommendation 
is closed. 

(U) The Headquarters Air Force Deputy Director of Civil Engineers agreed to take corrective actions 
to address the lack of trained civil engineer personnel responsible for control system cybersecurity. 
The Deputy Director stated that the Air Force secured funding for FYs 2018 through 2022 to 
provide full-time cybersecurity professionals at each base dedicated to managing the cybersecurity 
efforts. Additionally, in January 2017, the Deputy Director of CLVil Engineers issued the "Air Force 
Civil Engineer Control Systems Cybersecurity Implementation Plan," which outlines a strategic 
approach for control system cybersecurity training across the Air Force. According to the 
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(U) implementation plan, the Air Force is evaluating training already available from both 

commercial and government communities to serve as the foundation for a comprehensive training 

program on control system cybersecurity. The Deputy Director's actions addressed all specifics of 

Recommendation 3; therefore, the recommendation is resolved but remains open. We will close 

Recommendation 3 once we verify that cybersecurity professionals are actively managing control 

systems cybersecurity efforts at each base, and the control system cybersecuritytraining program 

is being implemented. 

(U) ln addition, the Director, Cybersecurity / Acquisition Implementation and Integration, Office of 

the DoD Chief Information Officer, acknowledged the Jack of a control systems overlay as a 

deficiency and agreed to take corrective actions by updating existing guidance or issuing a new 

instruction requiring the use of applicable control systems overlay. The Director's actions 

addressed all specifics of Recommendation 1; therefore, the recommendation is resolved but 

remains open. We will close Recommendation 1 once we obtain and analyze the guidance and 

determine it provides a specific set of cybersecurity controls for control systems. 

(U) We appreciate the courtesies extended to the staff. Please direct questions to me at 

(b) (6) (DSN rmj@@ ). 

Carol N. Gorman 
Assistant Inspector General 
Readiness and Cyber Operations 

£ECR~T 
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(U) Introduction -----------------------------
(U) Objective 

(U) Our audit objective was to determine whether the DoO implemented cybersecurity controls to 
protect, detect, counter, and mitigate potential cyber attacks on control systems5 supporting DoD 
critical missions or assets. See Appendix A for the scope and methodology and prior audit coverage 
related to ow· objective. See the Glossary for specialized terms used throughout the report. 

(U) Background 

(U) The United States relies on the Internet, cyberspace systems, and data for a wide range of 
critical services. This reliance leaves its individuals, military, businesses, schools, and Government 
vulnerable to the real and dangerous cyber threats6 posed by well-resourced foreign intelligence 
and military services, and non-state actors, such as terrorist groups. Since 2011, the number of 
reported cyber incidents on critical infrastructure 7 has more than doubled. For example, from 
FYs 2011 to 2015, the number of cyber incidents reported to the Department of Homeland 
Security's Industrial Control Systems Cyber Emergency Response Team (ICS-CERT)8 increased 
from 140 incidents to 295 incidents, an increase of111 percent. Furthermore, in 2016, JCS-CERT 
expressed concern about the rise in targeted and successful malware campaigns allowing 
sophisticated threat actors to manipulate control system settings, control processes, and destroy 
data and equipment. According to the Do D's April 2015 Cyber Strategy, a cyber attack on the 
critical infrastructure that the DoD relies on for its operations could impact the U.S. military's ability 
to operate in a contingency. 

(U) Defense Critical Infrastructure Program 

(U) The DoD relies on a global network of Defense Critical Infrastructure so essential that the 

incapacitation, exploitation, or destruction of an asset within the network could severely affect the 

DoD's ability to deploy, support, and sustain its forces and operations worldwide and to implement 

its core missions. To identify and help assure the availability of this mission-critical infrastructure, 

in August 2005, the DoD established the Defense Critical Infrastructure Program 9 and formalized 

• (U) Control systems are specialized systems and mechanisms that ensure installation infrastructure services (for example, electricity, 

flu ids, gases, air, traffic, and people) are delivered when and where required to accomplish the mission. 

• (U) Cyber threats include any circumstance or event with the potential to adversely affect organizational operations, assets, Individuals, 

or the Nation through an information system through unauthorized access, destruction, disclosure, modification of information, or 
denia l of access. 

' (U) Critical Infrastructure is defined as the systems or assets so vital to the United States that their incapacitation or destruction would 

have a debilitating effect on nati onal and economic secur ity, pub lic health and safety. 

' (UJ The JCS-CERT mission is to guide a cohesive effort between Government and industry to improve the cybersecurity posture of control 

systems with in the Nation's crit ical infrastructure. I CS-CERT coordinates control systems-related security incidents and provides focused 

operational capab ilities for defense of control system environments against emerging threats. 

' (U) DoD Di rective 3020.40, "Defense Critical Infrastructure Program," August 19, 2005, cancelled and reissued as DoD Directive 3020.40, 
" M ission Assu rance ," November 29, 2016. 
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(U) the process for identifying and prioritizing its critical infrastructure in 2008.10 The DoD 
annually compiles a list of Defense Critical Infrastructure consisting of all DoO-owned and 
non-DoO-owned infrastructure essential to accomplish the DoD's missions. To support this effort, 
the combatant commands and Military Services are to identify and place their critical assets into 
prioritized tiers, including Tier I Task Critical Assets, which are assets of such extraordinary 
importance that their loss or destruction results in failure of strategic national-level or theater-level 

missions or functional capabilities. 

{U) Control Systems 

(U) On DoD installations, control systems are primarily associated with ensuring installation 
infrastructure services-such as environmental services-are delivered when and where required 
to accomplish the mission. Examples include electrical infrastructure, for which control systems 
regulate actions, such as opening and closing switches; for water pipes, opening and closing valves; 
and for buildings, operating the heating, ventilation, and air conditioning (HVAC) systems. 

(U) Initially, many control systems had little resemblance to traditional information technology 
systems because they were isolated systems running proprietary hardware and software. 
Additionally, control systems had long life cycles typically exceeding 20 years, while traditional 
information technology life cycles generally do not exceed 3 years. However, control systems and 
their components are being updated or replaced with Internet-capable devices and implemented 
using industry-standard computers, operating systems, and network protocols. While the 
integration of information technology solutions to control system operations supports new 
capabilities, it also provides significantly less isolation for control systems and increases the risk of 
cybersecurity vulnerabilities and attacks. In a February 2016 memorandum to the Secretary of 
Defense, the Commanders of U.S. Northern Command and U.S. Pacific Command identified 
cyber attacks to control systems as an emerging threat having serious consequences on their ability 
to execute critical missions if not addressed. 

(U} Control System Cybersecurity Policy 
(U) In March 2014, the DoD Chief Information Officer issued policy11 establishing the requirement 
that all DoD information technology, including control systems,12 be appropriately secured against 
cyber attacks by implementing the National Institute of Standards and Technology (NIST) Risk 
Management Framework. DoD Instruction 8510.01 requires systems to be categorized according to 
the potential impact (low, moderate, or high) resulting from the loss of confidentiality, integrity, 

•0 (U) DoD Manual 3020.45-M, "Defense Critical Infrastructure Program: DoD Mission-Based Critical Asset Identification Process, Volume l," 
October 24, 2008. 

11 (U) DoD Instruction 8500.01, "Cybersecurity," March 12, 2014; and DoD Instruction 8510.01, "Risk Management Framework for 
DoD Information Techno logy," March 14, 2014, Incorporating Change 1, May 24, 2016. 

" (U) DoD Instruction 8510.01 uses the term platform inform.ition techno logy systems to categorize the types of systems that include 
control systems. The DoD defines platform information technology systems as a collection of information technology hardware and 
software that is physically part of, dedicated to, or essential In real time to the mission performance of special purpose systems, and that 
is structured by physical proximity or by function. Because control systems are the focus of this report, we are using the term "control 
system" rather than "platform information technology systems." 
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(U) and availability if a security breach occurs. This categorization process determines the 
corresponding set of security controls from NIST SP 800-53, Revision 4, that should be 
implemented for the system. According to the NIST, although some characteristics are similar, 
control systems have different requirements than traditional information technology systems, 
which created difficulties when implementing standard security controls. Due to their unique 
performance, reliability, and safety requirements, control systems often require modification to the 

standards that are commonly used to secure traditional information technology systems. 
NIST guidance describes how to develop those specialized sets of security controls, known as 
overlays, to reduce the need for case-by-case modifications and ensure consistent implementation. 
Overlays can be Government-w.ide, such as those published by the Committee on National Security 
Systems, or organization-specific, which can be approved and issued by Departments and agencies. 
The DoD has directed the use of overlays and developed overlays for other non-typical information 
systems, including nuclear command and control systems. In May 2015, the NIST issued Special 
Publication 800-82, "Guide to Industrial Control Systems Security," Revision 2, which provides 
guidance on control system environments. 

{U) Air Force Initiatives to Improve Security on Control Systems 

(U) On March 30, 2011, the Air Force issued Engineering Technical Letter 11-1 "Civil Engineer 
lndustrial Control System Information Assurance Compliance" to provide technical guidance and 
criteria for information assurance of civil engineer control systems and assign personnel 
responsible for implementing such requirements. Specifically, Engineering Technical Letter 11-1 
requires Base Civil Engineers to appoint control systems information assurance managers (IAMs) 
to be responsible for implementing control systems cybersecurity. Furthermore, in June 2014, the 
Air Force Civil Engineer Center (AFCEC) and Air Forces Cyber signed a collaboration agreement to 
enhance the security of control systems that support Air Force critical infrastructure around the 
world. Subsequently, in 2015, the Air Force established Task Force Cyber Secure to identify and 
better understand cybersecurity vulnerabilities that could impact critical missions for the Air Force, 
including those vulnerabilities related to control systems. 

(U) Review of Internal Controls 

fG, DoD Instruction 5010.40 requires DoD organizations to implement a comprehensive system of 
internal controls that provides reasonable assurance that programs are operating as intended and 
to evaluate the effectiveness of the controls.n We identified control weaknesses related to control 
systems cybersecurity. Specifically, DoD and Air Force civil engineer units did not have adequate 
policy and guidance to ensure consistent implementation of cybersecurity controls on control 
systems supporting Tier 1 task critical assets. Additionally, the Air Force did not ensure that Civil 
Engineer Squadron (CES) personnel received cybersecurity training. We will provide a copy of this 
report to the senior officials responsible for internal controls at the Office of the DoD Chief 
Information Officer and Headquarters Air Force, Directorate of Civil Engineers. 

13 (U} DoD Instruction 5010.40, "Managers' Internal Control Program Procedures," May 30, 2013. 
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(U) Finding 

Finding 

(U) Control Systems Supporting Tier I Task Critical Assets 

Lacked Basic Cybersecurity Controls 
~ Cheyenne Mountain Air Force Station (CMAFS) 721st and Scott Air Force Base (AFB) 
375th Civil Engineering Squadron (CES) IAMs did not fully implement cybersecurity 
controls to protect, detect, counter, and mitigate potential cyber attacks on control systems 
providing essential infrastructure services to Tier I Task Critical Assets. Specifically, the 
IAMs did not: 

• ~ sufficiently configure control systems to protect against unauthorized system 
modifications and counter malicious software14 threats; and 

• ~) consistently monitor control system activity to detect and mitigate incidents 
or intrusions. 

~) Cybersecurity controls were not fully implemented at CMAFS and Scott AFB because the: 

• (U) DoD did not develop and issue an overlay of cybersecurity controls for 
control systems; 

• (U) Air Force did not update existing policy for control systems; and 

• (U) Air Force did not provide training or guidance to base personnel for 
implementing cybersecurity controls on control systems. 

~ Lack of basic cybersecurity on control systems that provide essential infrastructure 
services to Tier I Task Critical Assets increases the risk of strategic national-level or 
theater-level mission failure. For example, Scott AFB and CMAFS have information 
technology systems categorized as Tier I Task Critical Assets that depend on reliable HVAC 
systems to provide uninterrupted cooling. A successful cyber attack on those HVAC control 
systems could allow adversaries to compromise the Tier I Task Critical Assets, leading to 
DoD critical mission failure. 

" (U) Malicious software, also known as malware. is intended to perform an unauthorized process that will have adverse impact on the 
confidentia lity, Integri ty, or avai labili ty of an information system. 

SBCRgT 
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(U) Finding 

Environmental Control Systems at Cheyenne Mountain 

Air Force Station and Scott Air Force Base 

~) CMAFS and Scott AFB have mission-critical systems that require the use of building automation 
systems. 15 CMAFS uses the Operational Management Control System (OMCS), and Scott AFB uses 
the Energy Management Control System (EMCS). The OMCS and EMCS are standalone networks 16 

with interconnected components throughout each base. Each installation use its systems mainly 
for monitoring and controlling the HVAC needs for the installation including selected Tier 1 Task 
Critical Assets. For example, CMAFS is a self-contained underground facility that depends on the 
OMCS to provide essential services, such as HVAC, throughout the complex. The following figure 
illustrates a quote from Major General Clifton D. Wright Jr; Director Air Force, Engineering and 
Services, identifying HVAC as one of the most essential services supporting CMAFS. 

f_§,} Pi9ure. Cheyenne Mountain Air Force Station 

''"Hv. C IS Tt-lE LIFE 
BL OD OF CHEYENNE 

MOUNTAIN AFB , 
MAJ ENlSRAL C t TON D WRJGHT JR 

DIR~CTOR AIR FORCE 
NGINf;:E~ING AND SERVICt:S 

(U) Source: DoD OIG. 

15 (U) Building automation ,ystems, sw:h as Energy Management Control Systems, provide centralized control-through software and 
hardware (for example, computer modems, sensors, controllers, and prlnters)-to monit or a11d adj ust buildil'lg systems (for example, 
temperature settings and schedules for running equipment)-such as a hea ting and cooling systems. 

16 (U ) Standalone networks (a lso known as closed networks) are not connect ed to any other network a11d do not tr,insmit, receive, route, or 
exchange Information outside of the system's authoriza t ion boundary. 
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[U) Fiuding 

(U) Control Systems Were Not Securely Configured 

~ CMAFS 721st and Scott AFB 375th CES IAMs did not sufficiently configure control systems to 
protect against unauthorized system modifications and counter malicious software (malware) 
threats to the OMCS and EMCS. Specifically, the IAMs did not: 

• ~ identify and disable unnecessary control system communication ports and 
services; and 

• ~install virus protection and Windows security updates and patches as they 
became available. 

~ In addition, Scott AFB 375th CES personnel did not remove computers that used unsupported 
operating systems from the EMCS network. 

(U) Unnecessary Communications Ports and Services Were 
Not Disabled 
~ CMAFS 721st and Scott AFB 375th CES IAMs did not identify and disable unnecessary control 
system communication ports and services. NIST SP 800-53, Revision 4, requires organizations to 
configure information systems to provide only essential capabilities, including prohibiting or 
restricting the use of unused or unnecessary ports and services. CES personnel at CMAFS 721st and 
Scott AFB 375th did not assess which ports and services were necessary to support the control 
systems or disable physical ports,17 including USB and Ethernet ports, on their workstations. As of 
November and July 2016, IAMs at CMAFS and Scott AFB had been waiting 3 months and 10 months, 
respectively, for AFCEC guidance on how to properly configure their control systems. 

of!,,) The NIST states that open ports and available services are an inviting target for attackers, 
especially if there are known vulnerabilities associated with a given port or service.18 For example, 
while not specific to CMAFS or Scott AFB, in July 2016, the National Security Agency Information 
Assurance Directorate issued a cybersecurity advisory to alert the DoD control system community 
of a commodity malware affecting building automation systems such as those used to operate 
HVAC, fire, and security systems.1 9 The source of the malware was traced to removable media 
connected to control systems through physical ports. 

17 (U) The entry or exit point from a computer for connecting commun ications or peripheral devices. 

'" (U) NIST Sf> 800-128, "Guide for Security-Focused Configuration Manageme11t of Information System," August 2011. 

" (U) National Security Agency, Informat ion Assurance Directorate, Advisory No. lAA U/00/801939-16, "Commodity Malware on Industria l 
Contro l Systems/Supervisory Control and Data Acquisition Devices," July 18, 2016. 
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(U) Anti-Virus Software Updates Not Installed Timely 

~) The Scott AFB 375th CES 1AM did not install anti -virus software updates on EMCS computers as 
they became available as required by NIST SP 800-53, Revision 4. Scott AFB 375th CES used 
McAfee anti-virus software to identify ma I ware affecting the EMCS. The EMCS system 

administrator's computer had McAfee Rogue System Detection anti-virus software version 4 that 

was last updated on January 11, 2013. McAfee Rogue System Detection version 4 reached its end of 

life on December 31, 2015, and has been replaced by McAfee Rogue System Detection Version 5. 
According to the NIST, anti-virus software should be kept current to detect newly discovered 
malware affecting computer networks and prevent software from performing unintended functions 

that could compromise control systems' missions.20 

{U) Anti-Virus Scans Not Performed Timely 

~ The CMAFS 721st CES JAM did not perform timely virus scans on OMCS computers. Specifically, 
during our site visit in November 2016, we identified that the last virus scan was performed in 

July 2016. CMAFS 721st OMCS computers used the McAfee anti-virus software, which recommends 

monthly virus scans, while quarterly virus scans are considered to be the absolute minimum. 
Accordi ng to the National Security Agency, malware can pose a significant threat to critical control 
system networks.21 Ensuring that periodic virus scans are conducted is critical to protecting 
control systems from cyber attacks. Destructive malware has the capability to target a large scope 

of systems, removing all information and rendering the system inoperable. 

(U) Operating System Security Updates Were Not Implemented 

~ CMAFS 721st and Scott AFB 375th CES IAMs did not install operating system security updates as 
the updates became available. NIST SP 800-53, Revision 4, requires organizations to install 

security-relevant software and firmware updates as they become available. Furthermore, a 
National Security Agency Information Assurance Directorate publication recommends that 

system administrators apply security patches and upgrades to remove known vulnerabilities before 
the vulnerabilities are exploited in a cyber attack.22 During our site visit in November 2016, we 

observed CMAFS OMCS computers with Windows 7 operating systems that had not been updated 

since November 20, 2015. The 721st CES control system 1AM stated that the OMCS contractor 
provided computers with pre-loaded operating system security configurations, but the 1AM had not 
installed any security updates thereafter. The 1AM stated that he did not have t11e train ing to 

0 ' (U) NIST SP 800-83, "Guide to Malware Incident Prevention and Handling," November 2005. 

21 (U) National Security Agency Information Assurance Directorate "Securely Managing Industrial Control System Networks," 
October 1, 2015. 

" (U) National Securi ty Agency, Information Assurance Directorate, "Securing Assets within a Closed Industrial Control Systems 
Network Perimeter, " October 1, 2015. 
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~) identify or implement applicable security updates for the OMCS. At Scott AFB, the 375th CES 
control system 1AM stated that she could not remember the last time she installed an operating 
system security update on the EMCS computers. Cyber attacks on out-of-date operating systems 
have a higher chance of success because adversaries can exploit known vulnerabilities to gain 
access to the control system network. 

f!iJ' Computer Using Unsupported Operating System at Scott AFB Was 

Not Removed from Control System Network 

~ The Scott AFB 375th CES 1AM did not remove a computer that used an unsupported operating 

system from the EMCS network. NIST SP 800-53, Revision 4, requires the replacement of 

information system components when support for the component is no longer available from the 

developer, vendor, or manufacturer. During a September 2015 risk assessment at Scott AFB, 

AFC EC identified an EMCS computer that used an unsupported operating system. Although, 

Scott AFB 375th CES personnel corrected the vulnerability, we found another computer on the 

EMCS network that used an unsupported operating system. Specifically, an EMCS computer at 

building 1575 used the Windows XP operating system, which was no longer supported by Microsoft 

as of April 8, 2014. While we did not identify specific cyber attacks to the EMCS, industry best 

practices and reported incidents show that successful cyber attacks are more likely to occur if an 

unsupported operating system is used. The use of unsupported operating systems increases the 

risk of successful cyber attacks on the EMCS network because Windows XP has well-known severe 

security flaws that cannot be fully removed. 

(U) Control Systems Were Not Consistently Monitored to 

Detect and Mitigate Incidents or Intrusions 

ts,) CMAFS 721st and Scott AFB 375th CES [AMs did not consistently monitor control systems to 

detect and mitigate cybersecurity incidents or intrusions. Specifically, CMAFS 721st and Scott AFB 

375th CES personnel did not: 

• -EG3 perform vulnerability testing on control system computers; and 

• f§tconsistently review audit logs for inappropriate and unusual activity, or protect audit 
logs from manipulation. 

fS3 In addition, Scott AFB 375th CES personnel did not test contractor maintenance computers for 
malware and vulnerabilities before contractors connected them to the EMCS network. 
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(U) Routine Vulnerability Testing Not Conducted 

t'.r) CMAFS 721st and Scott AFB 375th CES IAMs did not perform routine vulnerability testing on 
their control systems. NIST SP 800-53, Revision 4, requires organizations to perform vulnerabil ity 
testing23 on information systems and appl ications. According to the NIST, vulnerability testing can 
identify out-of-date software versions and application patches or system upgrades. In addition, 

vulnerability testing can identify open ports and associated vulnerabilities. The only 
vulnerability testing performed on the Scott AFB EMCS and CMAFS OMCS was performed by 
AFCEC on September 14, 2015, and August 9, 2016, respectively. Both control system IAMs 
stated that they did not have the time or experience to perform such testing. 

(U) Audit Logs Not Consistently Reviewed or Protected 

tS3 CMAFS 721st and Scott AFB 375th CES personnel did not consistently review the audit logs for 
the Windows operating system or the control system software to detect inappropriate or unusual 
activity. NIST SP 800-53, Revision 4, requires organizations to review and analyze audit logs to 
identify indications of unusual and malicious activity. The CMAFS 721st CES 1AM stated that he did 
not review the Windows or control system software audit logs because he did not have the time or 
experience to properly conduct audit logs reviews. The Scott AFB 375th CES system administrator 
stated that he reviewed audit logs every 2 to 3 months or whenever necessary; however, when 
asked, he could not provide evidence to support that those reviews occurred. In addition, the 
system administrator stated that he was not trained to pe1form audit log reviews and that the 
method he used was based on his experience and knowledge performing job-related duties. 

~ Furthermore, the CMAFS 721st CES 1AM did not protect OMCS audit logs from manipulation or 
deletion because he was not trained on how to protect audit logs. NIST SP 800-53, Revision 4, 
requires information system owners to protect audit information and audit tools from 
unautho rized access, modification, and deletion. However, we observed that CMAFS CES personnel 
with OMCS access could delete single audit log events and entire logs from the audit log archives, 
which enables suspicious or malicious activities to go undetected. 

f§I Maintenance Computers at Scott AFB Not Tested for Ma/ware 
and Vulnerabilities 

~ Scott AFB 375th CES personnel did not test contractor maintenance computers for malware or 
vulnerabilities before contractor personnel connected their computers to the EMCS network. 
NIST SP 800-53, Revision 4, requires organizations to approve, control, and monitor maintenance 
tools to prevent malicious code from entering a control system network. Dw·ing our site visit in 

July 2016, the 375th CES 1AM stated that contractor personnel perform routine maintenance to 
update the EMCS software using company-provided laptops. The 375th CES 1AM stated she did not 
perform any security testing of contractor laptops to mitigate the r isk of malicious software 
infecting the EMCS network. In July 2011, the Idaho National Laboratory, Critical Infrastructure 

" {U) Vulnerability test ing involves scanning for improperly configured or incorrectly operating inform.ition flow control mech.inisms. 
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ffl Cyber Assessment Team, reported the same EMCS network vulnerability at Scott AFB, noting 
that contractors use contractor-provided laptops for personal use and to perform maintenance 
functions. lCS-CERT has reported that infected contractor laptops are a significant source for 
malware and one of the most common and exploitable control system weaknesses. For example, 
while not specific to Scott AFB, in 2016, !CS-CERT identified two successful cyber attacks that 
compromised control systems by targeting contractors' maintenance tools. Those attacks allowed 

sophisticated cyber threat groups to gain direct access to hundreds of control systems globally. 

(U) DoD and Air Force Guidance and Training for Control 

System Cybersecurity Was Inadequate 

~ Cybersecurity controls were not fully implemented at CMAFS and Scott AFB because the: 

• (UJ DoD guidance did not dearly define control systems cybersecurity requirements; 

• (U) Air Force did not update existing policy for control systems; and 

• (U) Air Force did not provide training to CES personnel on how to implement 
cybersecurity controls on control systems. 

(U) DoD Guidance Did Not Define Cybersecurity Requirements for 
Control Systems 

(U) The DoD Chief Information Officer did not finalize the overlay or promulgate the requirement to 
use NIST SP 800-82, Revision 2, Appendix G.24 According to officials from the DoD Chief 
Information Officer and Deputy Assistant Secretary of Defense for Energy, Installations, and 
Environment, the DoD developed a draft control system overlay in 2013 but agreed to stop the 
effort and instead refer to NIST SP 800-82, Revision 2, Appendix G, as the applicable control system 
overlay to avoid duplication of effort. However, the officials stated that DoD policy had not been 
updated to mandate the use of NIST SP 800-82, Revision 2, Appendix G. The DoD Chief Information 
Officer should develop and finalize the control system overlay or mandate the use of 
NIST SP 800-82 to address the unique control systems' security requirements. 

{U) Air Force Control Systems Cybersecurity Policy Outdated 

(U) In 2011, the Air Force issued Engineering Technical Letter 11-1, which provides guidance for 
civil engineer control system cybersecurity; however, the policy refers to superseded guidance. 
Specifically, the Air Force policy recommends using NIST SP 800-53, Revision 3, Appendix I, as best 
practices for securing control systems. Subsequently, Revision 3 was superseded by Revision 4 in 
April 2014. NIST SP 800-53 Revision 4 did not include Appendix I, which was transferred to 
NIST SP 800-82. In addition, NIST SP 800-82, Appendix G, outlines tailored security controls for 
control systems. As of January 2017, the Air Force had not updated Engineering Technical 
Letter 11-1 to require the use of NIST SP 800-82 or specified a tailored set of controls from 

,.. (U) NIST SP 800-82, Revision 2 "Guide to Industrial Control Systems Security," May 2015. 
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(U) NIST SP 800-53, Revision 4. The Air Force should update Engineering Technical Letter 11-1 or 
issue new guidance for control system cybersecurity and consider the requirements of NIST SP 
800-82, Revision 2, Appendix G to better secure Air Force control systems against cyber attacks. 

(U) Civil Engineer Squadron Personnel Lacked Training 

Est CMAFS 721st and Scott AFB 375th CES personnel were not fully trained to perform their control 
systems responsibilities. Both control system IAMs stated that they were appointed to the IAM 
position because they met the position qualifications, such as an Information Assurance Technical 
Level II certification, as required by Engineering Technical Letter 11-1. According to the CMAFS 
control system JAM, the only training offered was from the contractor who provides service for the 
control system and the training was unrelated to cybersecurity. The control sys tem LAM at Scott 
AFB stated that besides her previous knowledge in cybersecurity, she had received no further 
training on control systems. CMAFS and Scott AFB CES personnel were unaware of known 
vulnerabilities directly affecting their control sys tem components or how their control systems 
directly impact critical missions and assets at their facility. Therefore, the Air Force should develop 
and implement cybersecurity training for all civil engineer personnel responsible for control 
system cybersecurity management. 

(U) Unsecured Control Systems Put DoD Missions at an 

Increased Risk of Failure 

-ES3 Lack of cybersecurity on control systems that provide essential infrastructure services to 
Tier I Task Critical Assets put DoD missions at increased risk of failure. Because of 
interdependencies of infrastructure services and defense critical assets, a successful cyber attack 
exploiting the EMCS and OMCS vulnerabilities identified in this report could lead to severe 
consequences to DoD missions that depend on those assets. For example, CMAFS is home to the 
721st Communications Squadron Technical Control Facility, a Tier I Task Critical Asset that 
supports the air, space, and missile missions, as well as several other critical missions. The 
Technical Control Facility also houses the information technology servers for two additional 
Tier I Task Critical Assets, Missile Warning Center25 and the Global Strategic Warning/Space 
Surveillance Systems Center. 26 The Technical Control Facility depends on reliable HVAC services to 
provide adequate cooling for these servers. Because HVAC services are monitored and controlled 
through the OMCS, a successful cyber attack could allow adversaries direct access to control the 
environmental operations for CMAFS. In 2015, the Defense Threat Reduction Agency reported that 
the loss of HVAC services to the Technical Control Facility would shut down critical equipment 
supporting the Missile Warning Center and degrade a combatant command's ability to execute 
their missions. 

" f!i,) The Missile Warning Center uses a worldwide sensor and communication network to provide warning of missile attacks, either long or 
short range, launched against North America and forces overseas. 

i, ti! The Warning/Space Surveillance Systems Center is responsible for the operations and configurations of the communication processing 
node for the space surveil lance and situational awareness mission. 
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~ In addition, at Scott AFB, building 1575 is a critical base communications facility and primary 
data center for the Tanker Airlift Control Center, Air Mobility Command, U.S. Transportation 
Command, and the Army Surface Deployment and Development Command. Building 1575 contains 

the Global Decision Support System, which is Army Material Command's primary command and 

control system used for mission planning and execution of airlift and air refueling assets. The EMCS 
provides heating and cooling for building 1575. A successful cyber attack exploiting the 

vulnerabilities on the OMCS could allow adversaries direct access to control the environmental 
operations in building 1575, causing critical information technology equipment to overheat and fail. 

In 2013, the Defense Threat Reduction Agency reported that a compromise to EMCS could cause 
extended outages of Global Decision Support System servers and disrupt or incapacitate the 

U.S. Transportation Command critical airlift and refueling missions. 

(U) Suggested Actions, Management Comments, and 

Our Response 

f6t During the audit, we notified Scott AFB 375th CES personnel in a classified notice of concern 

that they had not implemented basic cybersecurity controls for the EMCS (See Appendix BJ. We 
suggested that management immediately: 

• ~ disable unnecessary ports and services; 

• ~ install updates and security patches on EMCS computers and software; and 

• (~ test contractor laptops for malware and vulnerabilities before connecting them to the 
EMCS network. 

f&j Scott ltFB 375th CES Comments 

(~ In response to the classified notice of concern, the 375th CES Operations Flight Commander 
agreed and provided a copy of the finalized EMCS System Security Plan, which specifically 
addresses all suggested actions. 

(U) Our Response 

f.,-) We reviewed the EMCS System Security Plan and verified that it included procedures to address 
our suggested actions, such as disabling unnecessary ports, installing software and security 

updates, and using approved Government-owned computers to perform maintenance functions in 
the EMCS network. 
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(U) Recommendations, Management Comments, and 

Our Response 

(U} Recommendation 1 

(lJ) Finding 

(U) We recommend that the DoD Chief Information Officer develop and issue a control 
system overlay or mandate the use of National Institute of Standards and Technology Special 
Publication 800-82 Revision 2, Appendix G, as the tailored set of cybersecurity controls for 
all control systems across the DoD. 

(UJ DoD C/0 Comments 

(U) During the audit, we met with the Director, Cybersecurity / Acquisition Implementation and 
Integration, from the Office of the DoD Chief Information Officer to discuss our preliminary findings 
and obtain clarification on the control systems overlay referenced in DoD Instruction 8510.01. 
We notified the Director that DoD Instruction 8510.01 directs DoD Components to implement 
cybersecurity controls from the applicable control systems overlay, but the overlay has not yet been 
developed or specified. The Director acknowledged that the DoD had not developed an overlay and 
agreed to revise DoD Instruction 8510.01 or issue a Cybersecurity Clarification Memorandum 
requiring the use of NIST SP 800-82, Revision 2, Appendix G, as the applicable overlay for 
control systems. 

(U) Our Response 

(U) The Director's response addressed all specifics of our recommendation; therefore, the 
recommendation is resolved but remains open. We will close Recommendation 1 once we obtain 
and analyze the guidance and ensures that it provides a specific set of security controls for 
control systems. 

(U} Recommendation 2 

(U) We recommend that the Headquarters Air Force Director of Civil Engineers update 
Engineering Technical Letter 11-1 or issue new guidance for contro] system cybersecurity. 
When updating or issuing guidance, Headquarters Air Force Director of Civil Engineers 
should consider adding the requirements outlined in National Institute of Standards and 
Technology Special Publication 800-82, Revision 2, Appendix G. 

(U) Air Force Comments 

~ In an unsolicited response to the notice of concern, the Air Force Deputy Director of Civil 
Engineers, from the Office of the Deputy Chief of Staff for Logistics, Engineering, and Force 
Protection, agreed that civil engineer uni s did not have adequate policy guidance and resources to 
mitigate the vulnerabilities. On February 2, 2017, the Deputy Chiefof Staff for Logistics, 
Engineering, and Force Protection issued Air Force Guidance Memorandum 2017-32-01, "Civil 
Engineer Control Systems," which requires Air Force personnel to implement NIST control systems 
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f63 guidelines27 to the greatest extent possible across all civil engineer-owned or operated control 
systems. The memorandum superseded Engineering Technical Letter 11-1. The memorandum 
establishes specific security controls and procedures for deficiencies identified in this report. For 
example, the memorandum includes procedures for managing computers that use unsupported 
operating systems and outdated anti-virus software, disabling unnecessary ports and services, and 
conducting maintenance procedures. 

(U) Our Response 

(U) The Air Force issued the Air Force Guidance Memorandum 2017-32-01, "Civil Engineer Control 
Systems Cybersecurity," February 2, 2017, directing the implementation of the National Institute of 
Standards and Technology Special Publication 800-82 Revision 2, Appendix G. The memorandum 
also establishes specific security controls and procedures for deficiencies identified in this report. 
The actions taken in response to the notice of concern addressed all specifics of the 
recommendation; therefore, Recommendation 2 is closed. 

(U) Recommendation 3 

(U) We recommend that Headquarters Air Force Director of Civil Engineers develop and 
implement cybersecurity training for all civil engineer personnel responsible for control 
system cybersecurity management. 

{VJ Air Force Comments 

(U) In an unsolicited response to the notice of concern, the Air Force Deputy Director of Civil 
Engineers agreed, stating that the Air Force secured funding for FYs 2018 through 2022 to provide 

full-time cybersecurity professionals at each base. The cybersecurity professionals will be 
dedicated to managing the cybersecurity efforts including conducting and maintaining accurate 
inventories, performjng mission support analysis, managing and configuring control system 
networks, conducting self-assessments of security controls, and performing cybersecurity 
maintenance and life cycle management. Furthermore, in January 2017, the Deputy Director of 
Civil Engineers issued the "Air Force Civil Engineer Control Systems Cybersecurity Implementation
Plan," which outlines a strategic approach for control system cybersecurity training across the 
Air Force. According to the implementation plan, the Air Force is evaluating training already 
available from both commercial and government communities to serve as the foundation for a 
comprehensive training program on control system cybersecurity. 

 

27 (U) NIST SP 800-53, Revision 4, "Secur ity and Privacy Controls for Federal Information Systems and Organizations," April 2013; and 

NIST SP 800-82, Revision 2, "Gulde to Industrial Control Systems Security," May 2015. 
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(U) Our Response 

(U) The Air Force addressed all specifics of our recommendation; therefore, the recommendation is 

resolved but remains open. We will close Recommendation 3 once we verify that cybersecurity 

professionals are actively managing cybersecurity efforts at each base, and the control system 

cybersecurity training program is being implemented. 
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(U) Scope and Methodology 

(U) We conducted this performance audit from May 2016 through April 2017 in accordance with 

generally accepted government auditing standards. Those standards require that we plan and 
perform the audit to obtain sufficient, appropriate evidence to provide a reasonabl e basis for our 

findings and conclusions based on our audit objectives. We believe that the evidence obtained 

provides a reasonable basis for our findings and conclusions based on our audit objectives. 

(U) During the audit, we met with officials from the following offices: 

• (U) Under Secretary of Defense for Acquisition, Technology, and Logistics; 

• (UJ Under Secretary of Defense for Policy; 

• (U) DoD Chief Information Officer; 

• (U) U.S. Cyber Command; 

• (U) Air Force Office of Information Dominance and Chief Information 
Officer (SAF /CIO A6); 

• (U) Air Force Operations (A3) and Civil Engineering (A4); 

• ~ Cheyenne Mountain Air Force Station (CMAFS); 

• ~ Scott Air Force Base (AFB); and 

• (U) Joint Staff Operations (J3) and C4 and Cyber (J6). 

[U) We reviewed the following criteria: 

• (U) National Institute of Standards and Technology Special Publication 800-53, Revision 4, 

"Security and Privacy Controls for Federal Information Systems and Organizations," 
Apr il 2013; 

• (U) National Institute of Standards and Technology Special Pub1ication 800-82 Revision 2, 

"Guide to Industrial Control System Security," May 2015; 

• (U) DoD Instruction 8500.01 "Cybersecurity," March 14, 2014; 

• (U) DoD Instruction 8510.01 "Risk Management Framework for DoD Information 
Technology," March 12, 2016 Incorporated Changes May 24, 2016; 

• (U) Air Force Instruction 33-210, "Air Force Certification and Accreditation Program," 
December 23, 2008; and 

• (U) Air Force Engineering Technical Letter 11-1: "Civil Engineer Industrial Control System 
Information Assurance Compliance," March 30, 2011. 
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ffl We obtained DoD and Air Force Tier l Task Critical Assets lists from the Assistant Secretary of 

Defense for Homeland Defense and Global Security, and Headquarters Air Force, Operations Policy 

Division. We analyzed the critical asset lists and selected CMAFS and Scott AFB based on the 

number of Tier I Task Critical Assets and impact to DoD missions if assets were compromised. 

f'3 We conducted site visits at CMAFS and Scott AFB. While on site, we interviewed IAMs, 

Integrated Mechanical Control Technicians (system administrators), and control system users at 

CMAFS and Scott AFB. Those personnel were responsible for the daily operations of control 

systems. We also interviewed personnel from the CES, Mission Support Group, Security Forces 

Squadron, and Communication Squadron to understand their roles and responsibilities related to 

control systems. We reviewed and tested security controls over OMCS and EMCS at CMAFS and 

Scott AFB, respectively. Specifically, we reviewed 13 control families from NlST SP 800-53, 

Revision 4, and tested whether selected security controls were implemented for control systems 

supporting the Tier I Task Critical Assets. 

(U) We reviewed the following control families from NIST SP 800-53, Revision 4. 

• (U) AC-Access Controls 

• (U) AU-Audit and Accountability 

• (UJ CA-Security Assessment and Authorization 

• (U) CM-Configurat ion Management 

• (U) CP-Contingency Planning 

• (U) IA-ldentification and Authentication 

• (U) MA- Maintenance 

• (U) PE-Physical and Environmental 

• (U) PL-Planning 

• (U) RA-Risk Assessment 

• (U) SA-System and Services Acquisition 

• (U) SI-System and Information Integrity Policy and Procedures 

• (U) SC-System and Communicatiuns Protections 

[U) Furthermore, we reviewed local guidance for the control systems cybersecurity, including 

System Secmity Plans. In addition, we obtained and reviewed documentation regarding the 

operation, configuration, and management of the control systems. 
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(U) Use of Computer-Processed Data 

(U) We did not use computer-processed data to perform this audit. 

(U) Prior Coverage 

(U) During the last 5 years, the Government Accountability Office (GAO), the Department of Defense 
Office Inspector General (DoD OIG), and the Air Force Audit Agency issued four reports on control 
systems relating to our objective. Unrestricted GAO reports can be obtained at 

htt;p://www.~ao.gov. Unrestricted DoD OIG reports can be accessed at 
http://www.dodjg.mil/audit/reports. Unrestricted Air Force reports can be accessed from 
https://www.efoia.af.mil/palMain .aspx by clicking on Freedom of lnformation Act Reading Room 
and then selecting audit reports. 

(U) GAO 

(U) Report No. GA0-15-749, "Defense Infrastructure- Improvements in DoD Reporting and 
Cybersecurity Implementation Needed to Enhance Utility Resilience Planning," July 2015. 

(U) The audit objective was to determine whether threats and hazards caused utility 
disruptions on DoD installations and, if so, what impacts they have had, the extent to which the 
DoD's collection and reporting on utility disruptions are comprehensive and accurate, the 
extent to which the DoD has taken actions and developed and implemented guidance to 
mitigate risk to operations at its installations in the event of utility disruption. The GAO found 
that DoD installations experienced utility disruptions resulting in operation and fiscal impacts 
due to hazards such as mechanical failure, extreme weather, and cyber attacks. The GAO also 
found the collection and reporting of utility disruption data was not comprehensive and 
contained inaccuracies. However, the GAO reported that Military Services have taken actions to 
mitigate risks posed by utility disruptions and had generally taken steps in response to 
DoD guidance related to utility resilience. 

(U) The GAO recommended that the DoD work with the Military Services to clarify utility 
disruption reporting guidance, improve data validation steps, and address challenges to 

addressing cybersecurity Industrial Control System guidance. Furthermore, the GAO 
recommended that the Secretary of Defense direct the Secretaries of the Army, Navy, and 
Air Force; and Commandant of the Marine Corps to address challenges related to inventorying 
existing industrial control systems, identifying personnel with the appropriate expertise, and 
programing and identify funding, as necessary, 
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(U) DoD O/G 

(U) Report No. DODIG-2013-119, "Better Procedures and Oversight Needed to Accurately Identify 
and Prioritize Task Critical Assets," August 16, 2013. 

(U) The audit objective was to determine whether Defense Critical Infrastructure Program lists 
of Task Critical Assets were accurate and prioritized based on established criteria. We found 
the Defense Critical Infrastructure Program Task Critical Asset lists were not accurate or 
prioritized based on established criteria. We recommended the Under Secretary of Defense for 
Policy amend the Defense Critical Infrastructure Program policy to require reviews of critical 
assets and implement an approach to facilitate asset information sharing among DoD 
Components. Furthermore, we recommended a comprehensive program review process to 
verify whether Defense Critical Infrastructure Program Task Critical Asset lists processes 
are effective. 

(~) Report No. DODIG-2013-036, "Improvements Are Needed to Strengthen the Security 
Posture ofUSACE, Civil Works, Critical Infrastructure and Industrial Control Systems in the 
Northwestern Division," January 14, 2013. 

(~) The audit objective was to determine whether U.S. Army Corps of Engineers, 
Civil Works, personnel implemented effective procedures and security controls over critical 
infrastructure to protect against unauthorized access from physical and cyber threats that 
affect information systems used to operate water control structures. We found that the 
U.S. Army Corps of Engineers personnel did not fully implement physical security controls to 
secure and protect critical infrastructure and Industrial Control Systems against unauthorized 
access from physical and cyber threats. We recommended that the Commanders and District 
Engineers implement required physical security measures in accordance with the 
U.S. Army Corps of Engineers, "Baseline Security Posture Guide for Civil Works Projects." 
In addition, we recommended that the Chief, Hydroelectric Design Center conduct required 
vulnerability assessments. 

(U) Air Force Audit Agency 

(U) Report No. F2014-0008-010000, "Civil Engineer Platform Information Technology Security," 
September 4, 2014. 

(U) The audit objective was to determ ine whether Air Force Civi l Engineering personnel 
effectively identified and registered industrial control systems, coordinated identification and 
registration of non-indusb·ial control systems, conducted industrial control systems 
information assurance risk assessments, and implemented industrial control systems 
information assurance controls. The Air Force Audit Agency found that Civil Engineer 
personnel did not identify or register Civi l Engineer industrial control systems; coordinate 
identification and register non-industrial control systems information assurance; conduct 
industrial control systems information assurance risk assessments; and implement industrial 
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(U) control systems information assurance controls. The Air Force Audit Agency recommended 
the Air Force conduct an Air Force-wide data call to identify all civil engineer industrial control 
system, conduct risk assessments on all identified civil engineer industrial control systems, and 
implement Air Force Instruction 33-210 requirements for all applicable information assurance 
controls for industrial control systems. 

SECRgT 



U AppendixB 

(U) Notice of Concern 

SECRET 

!;ffRE'f 

INSPECTOR GENERAL 
DEPAl{TMEt-lT OF DEFENSE 
4600 MARK CENTEI! DRI\IE 

I\LEXI\NDRIJ\, \/1RGINIA 2235()- 1000 

Octobc,· 28. 20 I 6 

(U) MEMORANDUM FOil COMM/\NDEI{, 75TH CIVIL ENCIINEElllNGSQUADRON 

fF0\:!0) SUDJECT; Cybcrsccmily Vulnerabilities ld,.mtHicd Duri ng the A11di1 ol'Conirol 
Systems Cybcrsccurity ut Scull /\ ir Force Base (Project No. 020 I 6-
D000RB-0149.000) 

~ We arc issuing I his 110ticc r•f concern 10 ad<.lrc~8 cunccrn~ identified d uring our 
ongoi ng 1\L1di1 nfControJ Systems Cy llt!r~ecurity a l Scull 1\ir Force Dnsc (/\1113). Our nud it 
objcclivc is to dctenn inc whether the DoD has implemented cybcrsccurily cont ro ls 10 p1·01c.-c1. 
tlelt:cl. counwr. and mi tignte potential cybcr auacks on con1rol systems s up11ort.ing Doi) critical 
111issiurn; and usscts. This nolicc orconccm pcs1·1oins 10 cybcn;cc11 .- i1y cnntmls assessed for 1l1e 
Encrg,y Mmrngcmcnl Co111rol System (1\M '~) a l Sc,,11 /\ l•H. We arc concc1·11cd that the Ai r 
·Mobi lity C:omnmnd, through iti. :;ub,mlim11c unit, the .l75th Civil Engineering Sqm1dron (Cl'.S), 
has 1101 ensured Ilic implemcnlal iun nr cybcrsccuriiy co111rols on the EMCS. We id.::nli fic,l lhrnc 
meas of'conccm lhal w" bclievc require immcdinlc 11ltc111io11. The work conducted <111 1hi~ n11di1 
is rrcliminary nnd there is addition.ii work ongain11 lo suli~I)' the audit nhjcciive. We wi ll 
con1 i11uc lo ml3 lyzc and summmiw addit ional i11fonm11io11 oli1t,i111::d <l ming o\Jr villi l In :-!coll ArB 
that wi II be p1cscn1cd in our llnnl report. 

(U) Background 

~ Scull AFB :l7Sth CES personnel 1,~c the EMCS lo monilor unJ co111ml Lhc operation 
of lm ilding utility 011d cnvil'Ot1111cn1,ll syslcms through Lhc Mcl>1sys son ware applicAtion 
developed m,d nrni11t~ined by .folmsorl Controls lnco l'pm·atcd (.ICI) , The 1-i.MCS is a .~ tlmduk1110 
8upcrv isory Conlrnl aml Data AelJUisi tion network lumlwin:d to assets in vorious Scott AFB 
buildings. EMC$ provides h~ati11g, vc11li lalio11 , un<l ,iir conditioninH control, monitorin~, and 
ulurm notllicalion in the buildings, to include huildi11g 1575 . 13uiltiing I 'i 7'i is identi fied usu 
Tier I T11sk l'ilkul Assct 1 !!Cl'Ving ns tho 1elecommu11 ict11io ns hub for the majoril)' ofS~oll AFB 
lcnnnls :111<1 Lhe primnry dntn ccrllc1· for thu (i 18th T"nkcr Airli ll Control Center, t\ir Mobility 
Com111~11d, U.S. Tnmspoi1nlion Com1mmd. nml the Army Surfhcu Dc11 luy111c11I and Development. 
Com1111111d , llui ldi111,1 I 575 houses mulliplo in fonnalion tcc.lmol,11!>' sCrl'cr;;, such a~ 

1 (U) Tier I Ta~k Ctit lcal A:>se1s ,-.re d~finr.d ilS an a~~N lhn fos.s. lnc ..... r,aclla.Uon1 or tli!.ruptior, of wl1lcl, could r'~Sull Il l 
m'isslon (0 1 func:lion) foUorci ;.:i l tht.> DoD1 Mllltary Or.p-.-irtment. Ccrnb;1t,1nt Comm,rnrls, sub-unified co111mm1d, 
Oefo n:sc acerlcy, or Oefe11's;c l1'1fra~truc-lu,.e Sedor l e;id ~gent h"!vl!b. 

lltrlvtd Prn111: M11lll 11le S,rnrcc, 
O<dA~s lfy by: lll..'70518 
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~ < llohnl I >ccisic111 Support System servers Jhat U.S. Tr,m ·porrn1io11 <.:01111111111<1 und th.: 1\ir 
Mobility Conunand use as Jhc primary commond oml control system 1hr plnnning und cxcc111ing 
Hirlill und 1·..:li11:li11g opcrntions. 

(F0W0) EMCS Lacl<ed Basic Cybersecurity Controls 

(~ During our si te visi t co11d11th:d from .July 18 to Ju ly 22. 2016, we idc111ilicd 
lhrcc concerns tlull require immcdiule alll,t11inn. Specilh;ally. Scoll Al' l3 375th CES personnel 
Ji1l 1111: 

• (~) 1cs1 JCI 111t1intcm111cc compulcrs for ,n;ilwnrc 1111cl v11lnert1hili1ics hcforc 
cu111ractors wnncctcd 111 ·111 10 ihc I! ICS network, 

• ~ inslall updotcs und security pulchcs on liMCS co1111>11lcrs 11ml ~ollwnrc us 
1hey hcc:une nvailablc, anti 

• ~ disnbll• 1111111!1:cssary EMl'S communicnlicm porls and servi,.;cs. 

~ Acc1mli11g lo lite Scoll J\Fll lnduslrial l 'onlrnl Systems (JCS) lnfonnnlicm J\ssurnnce 
Mmmgcr, 375th 'ES personnel <lid 1101 Jcsl .ICI 11 111 i11 lcnnnl'c compulcrs for n111lw11re or 
vulne111l.,ili1ics before J 'I personnel l:u1111cc1cd the computer:, to lite liMCS notwnrk. 111 July 
2011, Jhe ldnho Nntimml l.ahomlory (INI .), Crilicnl l11fo1struclurc Cyhcr /\sscssmrnl 'I cam. 
n:pm1cd the ~umc EM ', • nclwork vulncrnbili ly c1l Scull AFl3 nulinb\ thul conlmclors muy use 
pcrsonnl or c<mtrnclor-prnvidcd laptops to pc1 fon11 maintcnoncc l'i111ction . . Thu Dl,pnrltncnl of 
I lcnncland Sccurily, l11dus1ri11! '0111ml Sysl1:ms Cyhcr Emergency ll ·sponse Tcmn (I< :s-CERT) 
1·c:spo11si!JI<: ror is:ming ul.-rts on w111rul system vulncrahililit:s. reported that inf'cctcd ·011lra1.;lor 
lnplops arc II significant source for nmlwMc ,111d one of' !he most prevalent 11111I cxpl1)itahll' 
co11tml sysh.:m weaknesses. For example, whi l • 1101 spccilic 10 Scc,1t AFB, ICS- ·rnri iclcntificd 
lwu successful cybc:r ulluck Iha! co111pro111iscd eonlrol sysh.:ms by l<1rgcli111, contmdors ' 
111air11c111 111cc luuls. Those nll,icks ulluwcd sophis1iculcd cybcr 1h rc111 croups to i;nin dirccl ac.:ccss 
lo hundreds or control systems globally. 

~) The J?St h CES personnel 11lso did 1101 insla ll up.Jules nnd security patclics 011 E1vlC:S 
c11111p111ers or solhvnrc as they bccmnc nvnilnhlc. On July 20 20 1(1, we conduclcd II wnlkthrough 
ol'thc muin cumpuling faci lity, loculcll in bui lding 60. Dmini; the walklhruugh, we obscrvcu the 
nltcrnulc JCS l11fhmmlio11 t\ss11m11cc 41111;igcr using one EM 'S cum11111cr wiJh Mc1\lh; mtivirns 
sonwarc lhal was Inst 11pdn1cd 0 11 J111111nry 11. 20 1'.I. l11 mlditio11, nlJhongh mllsl" I S 
co111p11lcrn had Windows 7 inslullcd, we lound th· u. c or uns11ppur1 d 11por11ti11i:;. yst ·ms wus a 
p11.:vnilini:; weakness 1111 lhc EMCS 11ctwurk . Spc ·ilicall y, lluring our wulklhrough, we uh3crvcd 
1111111111 E JCS wo1kstn1io11111 l111ildi11g 1575 u~cd the \\l indo, s XI' 11pc111li11l;.~ystcm, which \I'll~ 

no lunger s11pp11r1cd by Microsol\ ns uJ' l\pri l H, _u 14. During II Scplcml>cr 20 IS I isk ussc:.s111cnl 
al Scull AFB, the Air Force l 'ivil En •incllring 'enter idcnlilicJ 1lw use of' 1ms11ppur1cd 01 ·rat ing 
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~) syslcms on EMCS assc1s :ts a C:ntogory I v11l11erabili1y.1 Although the vulnerability wu~ 
corrected for lhc computer in huilding 60 it was 1101 addressed across all EMCS assets. O111-of
dntc :111 tivirns s11l\ware and llw use nfunsnpportccl opcrnting ystcms incmt~c th• risk of 
successlill cyber attacks on lhc EMCS network. The ationnl Security Agency publication. 
"l'lccuring J\sscls wi1hi11 n Clo~cd lndustriul C<mlr I Sy lcms ct work Pcrimclcr,' October I, 
2015, recommends syslem administmtors apply security patches ;111<1 upgrndcs lo remove known 
vu!nembililics hcforc the vulncrnhi litic. arc exploited in a cyber miack. F11r example, lhe 
Nntionnl 'ccurity Agency rcprn1ccl thnl 11ns11ppm1cd Windows opcmting systems huvc well
known severe sccurily fhiws tlml cm111()t be fully remo,•ed. ·1 herefore, the Nat ional Sccurily 
Agency rcco11n11c11ds thnt oll 1:ompn( ·rs in 1i"sc on 1:ontrol sy t<.:m networks he upgrncl d lo 

npcn11ing syswn1 versions llml nrc supported and patched by the vendor. 

~ Further, 375th CPS personnel did not disable EMCS communicutiuns ports und 
services 1101 needed lo supporl EMC opcratio11s. The JCS lnfomrnLion Assurance Manngcr nnd 
EM ·s 11clministm1ors acknowledged thnt unncccssnry EMCS network ports and scrvic1•~ were 
not idcnlificd and iii ·nblccl. The ,1forcmcnlioned ulionnl Sccurily Agency publ icutiun d.:scribcs 
the imporlancc ofpo1t nnd s.:rviccs mnm1~('U1Clll. ~peciJkally. the publii:.ttion states thal 
clcctro11ic cyhcr allack often exploit !laws in vul11cr;1bk communication erviccs 11111! 
rccommuml · disabling unused services or conm11111ic;1tiu11 pl>rls to vl in1i11itlC associated ,1llack 
VCCIOr •• 

~ The three cybcrsccurity deficiencies idcmificd in lhis notice of concern increased the 
risk of succcssl"nl cyher attacks on EMCS. A successfiil cyber ntt~ck m1 the EMCS c011 ld allow 
ndvcr~uric·s direct ncccss 10 control the c1ll'iro11111cnt11I opcrotion · in buildin~ 1575 Ct11t:(ing 
criticul inf1mnalio11 technology cquipmcnl 10 overheat and fai l. WiLhout basic cybcrsccurity 
concrols u11 the EMCS, critical DnD n111l C'om!J:1tant Command mi ·ions depending on bui lding 
1575 cou ld b · compromi ed. For cxm111 h:, lhc li1i lure of Olobnl Uccision Support yslcm 
~crvcrs increases lhc lisk of disrnptiun or im;upaci tmion of U.S. Trnns1io11atio11 Com nm11d cti licnt 
nirlill nml rcfucli11g missions. 

(U) Suggested Actions 

(U) \Ve ~uggc,~l the 375th CES: 

• ~lest ull JC! compulCI"$ l'or malwun.: and vul11c1":"1bilitics before connc ·ting 
lhtm to lhc EMC'8 nclwur~, 

• ~ update all l~M ·s computers with the most current antivirus solhvarc, 

• (~) upgrade ,1II l:MCS emnpulcrs with s11ppo1tcd opcrntinJ! systems and 

' (U) f111y ,ulnerablllly, llw Pxplolla!lon cf wl,lch will dir~ctly and irnnietllately ff'ju)l In lo" ol Conlldorlllallty, 
1'vallablll1y, or lnteerlly. 
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• ~ idcnlil'y an<l <l isuhlc :111 purls :md ~Cl'viccs not ne.xlcd to su1>po11 El'vlCS 
opcrulions. 

U) l'lci,sc respond lu llu:Sl.l ~u,;gc led actions llf provide allcrnalivc flct inns taken with in 
IO cnlend~r dn s of lh • issuance ol'lhis notice uf" concern. M 1oints of conlncl for your 
res onscsnrc iiiiliiiiiiiiililiiill■••·a11d 1 

This mcmornndu111 nnd nmnagcment comments to the 
suggested nctions will be included in tile liirnl uudit rcpml. Plca:c cunlacl me al[i§jm 
(DSN1mlN or wilh ~ny ,1ucslions. (b) (6) 

(lJ) C: 

M11JJ 
Cnrol N. G11rnta11 
Assistant Inspector Gcncrnl 
Rcadinc~s ttnd C'ybcr Opcrnlions 

(IJ) DIRECTOR 01' CIVIL liN<ilNEERS, DEPUTY Cl II EF OF ST f\FF FOi{ I ,Oli l8TICS 
E 1rnNEERING AND FORCE l'KOTUCTION. 1·11:l/\lJQUARTLm 'U.S. AIR FOR.Cr. 

(U) DIR :cn m , A IR FOR 'E '1\/ 11 ENGINEER 'ENTER 
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CLASSIFICATION: UNCLASSIFIED/~ 

MEMORANDUM FOR DoD IG 

FROM 375 Civil Engineer Squadron 

SUBJECT Response lo NolIce ot Concern 

1_ In response to yovr notice ol concern mcmor;,ndum doted 20 Oct 16, the 375 Civil Engineer Squadron 
(CES) w,11 take the lollow1ng aclion to address all or the speclnc observalions you Jdenlilled dur ing the 
recenl sile visit· 

a. Rccommendallon Test all JCI Computers for molware and vulnerab!lltles before connecting 
them to the EMCS network 

ACTION 375 CES Instituted a local policy In r.oorcl,nation with .lohnson Conl rols Inc (JCI) that 
JCI w, 11 use on AF Stanclard Dcsl<top configuration laptop computer.; for EMCS upcbtcs 
Addlllonally, all sonware p,ograms, upgrade&, patches and modifications w,11 be per milled onto 
the laptop and/or be introduced to the EMCS system a fter ii is scanned by 375 CES IT Systems 
Admlnlslralor Th!? laplop(s) will remain in posil ive control of 21 federal ernploy"e ol Iha Healing 
Venhlat,on and Air Conditioning shop (military or civilian member) or au!l1orlzcd deslgnstcd 
ieµ,esenlallve al all Limes while l11se1viceor secu1ed under lock and key , ECD· 1 Dec 16 

b Recommendation Update all EMCS computers wilh the most current ant,virus software 

ACTION 375 CES IT Sy,;terns Atlmi1nsl1<1tur lullows" reguli,r scliedule ur 1>11tivirlt.$ suftwmt: 
upgrades and Installation. At the present lime, all upgrades and pa tches occur at each md1v1dual 
lt'!rm M l rM11llino in " natur"I oap in rrntecllon !'<Ince the CF IT nfl\ce ;,. " 1 p,,r,mn "hop When 
lhc CE VLAN goes hvo, all onllvirus upgrades ;:,nd p;:itchos wi ll be done, clcctroric;,lly vi;:, lhc 
server drasucally reducI~ the man hours IequnecJ to keep li te ent11e system proleot11d The IG 
observahon was made in lhe midst of an effort to upgrade and patch all EMCS computers_ 
ECO- Conllntral 

c Rllco<rum,0K.1al1u11 Upgra<h, .ill EMCS curnfJUlt:rs wil/1 suµpu1tt,ll UfJl!JUl111y b'}'sti,ms 

ACTION· :175 r:Fs IT Sy!'<tP.ml'i Admlni,.fr,ilnr fnllnvro " reo111,ir ,.r,hP.<111ii, or OJlflfRlill(J sy!\IP.m 
conversion At the prcc;cnl l ime, oil convorSJon ond upgr~dcs occur at ciJch ind,v1du:il terminal 
resulting ir, a natural g;op slnc:e the CE IT umce 18 a 1 person shop. When the CE VLAN yoe,i 
hve , all enllv1tus upgrades and palches w, 11 be done electron ically via the server drastrcally 
rt'!cluctng l hP. m;in hOlK!< rP.n11lrP.<1 In the P.nlirP. sysiP.m up tn @ IP. w ilh thP. r<>ri11Ir1>t1 nr1>r;,llna 
systems The IG observation was made, in lhO midst of an effort to conve rt all computers to the 
support~d opera~ng systems. ECO - 1 Jar, 17 

d Recommendation Identify and disable ports and servic<tS not nead d to support EMCS 
operallon 

ACTION- 375 CES 11 Systems Administrator has scneduled to d,sable all ports and services nol 
needed In s11ppnrt lhP. FMC'h', opP.mlioos in lhP. r:nm,ng wP.ek~ FGD - 1 .Jan 17 

2 n,ank you rrn taking lhe limo to conduct Hus ,ns · 
roJWard to address1n our concerns If ou have a 

//SIGNED--arm, 7Nov1611 
I\NDRE::W R. MYERS, Major , USA , P.E. 
Commander 
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DEPARTMENT OF THE AIR FORCE 
HEADQUARTl!RS UNIT!D STATl!S AIR l"ORCE 

WAstlltlGTON, DC 

Ml:'.MOR/\NUUM 1-'tlR DOU UIU 

FRO I'. AFIM ., 
1-00 Air Fon·e P<t11\Up;on 
Was!UJl)\lOll, DC 20330- 10'..\0 

SIIAJF.CT: Rc,pon•• 10 N,-,rkc ot' CL111ccm (NOC) 

I. Mt: n,knowledges lhe findings in the subje,I NUl' eniitled Cybersemrit)' Vulnemllilities lde111ified 
Ow'il~ /\udit of (.;QnLrol systems Cy\iernernrit~• m s_.011 ,\ir J-'orc:e Hrue ( l'roje,1 No. 1>2016-DOOO!lli -
1.114!1.0()0). 

2. AL llto Lime of llu, inspe,·tlon Air 'f"or,:e dvil enginltt!r unils did uul have "deqwla 111.,li<-y i.1uidm1cu nml 
Imlwtrial Cumru! Sylll em (ICS) cyu<>n;ucu1ily rus1mrce• lo ade<.(UHlely m.iligate !lie vlll.ucr.1uilitic• fount! 
in lhc ~pccili<: rc:s mcrilinncctin 1hc NOC. A~ pan nl' an ctli,f! Ill np,1n!c policy, i\4(' hll• in linRI drnll ru t 
Air Fon:c O nld.nncc Mcmnm11clnm (AH1M'1.016. J2.06) i11lc11dcd 10 rcplAcc F. 11'1.ince1ing 'rccl111ical I.cu.er 
11- 1 i ("Jvil P.11g1iurnr bHh13J1•ial C,m tl'o l ~~.,,.,·l1tm h,fu,-m111iou A.~.n,nJ11t:,: C:,n,.11li1Uu:e, »~ well >l J=I imI_llcmcnT 
Ute llisk Management l'rnmework fCI' dvil engineer IC s. 

3, To address 1lte resourcing shonfall, /\4C: hns already successfully secured n new funding line ill Ute 
FY 18-FY'.12 POM hJ pruvitle full-lune cyl.>1Hl/1?euri1y l'l'WIJJl~iomlls al ~~d• l>ase dedirnied Ill nt:UIRJµll)l. the 
cy oorse cu,; 1y off o,1s for I ho ci vii eni;i.neer ( WI<' lional .:ummunil y, im:I mlu11s <:,mdu.-till!l 'd ml miiint llllU IIJl. 
2ec1u11lt! iJ1vt11LLurie'$, verfom1ing nu.sion ~1111port :utHlytlis. mam1ginJ. and .:m1li)!,urir1i: ICS 1101 work 
cncllwu, ~ondu.,lint, sclt~a•.•c••mc111• of i;-ci:uri ty rnn1mls m1<1 pcrfonni 11g cyhc1~cc11rity 11mi11t c1m11cc m1~ 
lHel'yde 11il\11ag~mo111 of dvil-e11Jµm:e.--1.l\V1ted IC:S . 

4. The draft guidru1co memorandum outlines policy foi· civil engiJ1cor units lo mitigate all of1he 
vulncrnhi li l ica iclcnl iticrl in the OC. IL i~ i111ponn111 h) 11111c. however, 1hn1 Ilic Opcmr i,,11AI Tcclmd,,~y 
(O'J') that mnkes up mw1y of our IC:. is bnsed on ltarJware and sof\w:ire refresh rntes l'n the order of 
de,·atlei., \l.lhilc JX).li<'y ma)' didale lhe UJ>date uf llllSUµl'lJlletl oporllliui; sy ·\em· (OS). the ..:osl h• IC:S 
could include not only 1!1e software itself, but aloo Ute whol<mtle replocement of hnrdware. This could 
pr<•ve w be a11 Ulll!U]Jporuiule c<1JSt l>u.rden 11ml might forci; a risk m>llrngi;nrnul t.l~dsiut1 \\> mai11l~1 ulder 
OS in cc1tai11 (Ase~. 

~- l'lon.•n direct n11 • ncslillns orcnnccms lo Lhc A-IC )()itU ,)t'c,,iunct t'nr in<l11•1rinl crnu m l . ,acm 
~yt>ersecurity. 

EDWIN II. OSIIIDA. SES 
Dcp1uy OircctM ,,fCivil fin~inccrs 
DCSIL\W.i~lii.:!it En~_n.mni·11~ & Fu.1\.:0 .Pl"t.llct·Uou 
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(U) Glossary 

(U) Glossary 
(U) Anti-virus Software. Software products and technology used to detect and remove malicious 
code that that has infected the system. 

(U) Audit Logs. Chronological record of information system activities, including records of system 

accesses and operations performed in a given period. 

(U) Authorization to Operate. The official management decision given by a senior organizational 
official to authorize operation of an information system and to explicitly accept the risk to 
organizational operations, organizational assets, individuals, other organizations, and the Nation 
based on the implementation of an agreed-upon set of security controls. 

(U) Control System. Specialized systems and mechanisms that ensure installation infrastructure 
services (that is, electricity, flu ids, gases, air, traffic, and people) are delivered when and where 
required to accomplish the mission. 

(U) Cybersecurity Controls. Safeguards or countermeasures use in the prevention of damage to, 
protection of, and restoration of computers and electronic communication services, including 
information contained therein, to ensure its availability, integrity, authentication, confidentiality, 
and nonrepudiation. 

(U) Information Assurance Manager. Official responsible for the information assurance of a 
program, organization, system, or enclave. 

(U) Malware. Software intended to perform an unauthorized process that will have adverse 
impact on the confidentiality, integrity, or availability of an information system. 

(U) Overlay. A specification of security controls, control enhancements, supplemental guidance, 
and other supporting information intended to complement (and further refine) security 
control baselines. 

(U) Patch. Additional pieces of code that have been developed to address specific problems or 
flaws in existing software. 

(U) Platform Information Technology System. A collection of information technology hardware 
and software that is physically part of, dedicated to, or essential in real time to the mission 
performance of special purpose systems, and that is structured by physical proximity or 
by function. 

(U) Port. The entry or exit point from a computer for connecting communication or 
peripheral devices. 

bEiGRET 
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(U) Glossary 

(U) Standalone Networks. N~tworks that are not connected to any other network and do not 
transmit, receive, route, or exchange information outside of the system's authorization boundary. 

(U) Tier 1 Task Critical Assets. An asset of such extraordinary importance that the loss, 
incapacitation, or disruption could result in mission (or function) failure at the DoD, Military 
Department, combatant command, sub-unified command, Defense agency, or Defense 

infrastructure Sector Lead Agent levels. 

(U) Vulnerability. Weakness in an information system, system security procedures, internal 
controls, or implementation that could be exploited or triggered by a threat source. 
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(U) Source of r.Jassificct lnforrnalio11 

(U Source of Classified Information ~---------
Source 1: (U) Air Force Tier 1 & 2 Critical Assets List 6-8-2016: SECRET 

Declassification Date: February 15, 2021 

Generated Date: June 6, 2016 

Source 2: (U) Joint Mission Assurance Assessment: SECRET //NOFORN 
Declassification Date: October 19, 2025 
Generated Date: August 14, 2015 

Source 3: EFOWO~ 618th Air and Space Operation Center/Tanker Airlift Command Center 

Balanced Survivability Assessment Report: SECRET 
Declassification Date: May 10, 2038 

Generated Date: May 17, 2013 
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(U) J\cnrnyms and AIJIJ rev1ations 

(U) Acronyms and Abbreviations _______ _ 
AFB Air Force Base 

AFCEC Air Force Civil Engineer Center 

CES Civil Engineer Squadron 

CMAFS Cheyenne Mountain Air Force Station 

EMCS Energy Management Control System 

HVAC Heating, Ventilation, and Air Conditioning 

lAM Information Assurance Manager 

JCS-CERT Industria l Control Systems Cyber Emergency Response Team 

NIST National Institute of Standards and Technology 

OMCS Operational Management Control System 

SP Special Publication 
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Whistleblower Protection 
U.S. DEPARTMENT OF DEFENSE 

The Whistleblower Protection Ombudsman's role is to 

educate agency employees about prohibitions 011 retaliation 

and employees' rights and remedies available for reprisal. 

The DoD Hotline Director is the designated ombudsman. 

For more information, please visit the Whistleblower 

webpage at www.dodig.mil/programs/whistleb/owe1: 

For more information about DoD OIG 
reports or activities, please contact us: 

Congressional Liaison 
congressional@dodig.mil; 703.604.8324 

Media Contact 
public.affairs@dodig.mi l; 703.604.8324 

For Report Notifications 
http://www.dodig. mi I/ pubs/email_ update .cfm 

Twitter 
twitter.com/DoD _IG 

DoD Hotline 
dodig.mil/hotline 

SECRET 
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